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Abstract

Abstract: In the past years, the field of neuroimaging has undergone significant changes,
not only with respect to advances in technology but also in analytical approaches. Clas-
sical statistics has given way to machine learning techniques, prompting a shift towards
subject-level classification and prediction, offering insights beyond traditional group-level
differences. However, this transition is not without its challenges, as it necessitates ad-
dressing the lack of appropriate methodologies, issues with model interpretability, and a
scarcity of independent replication studies.

This thesis aims to explore, design, and critically evaluate such novel approaches in
neuroimaging data analysis. The main focus is on developing and applying innovative
techniques to achieve individual-level classification and prediction using neuroimaging
data of different (neuro)imaging modalities. It dissects the key stages of neuroimaging
data analysis, addressing data acquisition, preprocessing, feature design, and analytical
methods. Special attention is given to dimensionality reduction and confounder control,
as these factors significantly impact the reliability and interpretability of the results.

Across five research works, the thesis addresses the lack of independent replication
studies, the problems of longitudinal prediction, and the potential of modality integration
in neuroimaging data analysis. It emphasises dimensionality reduction as a vital tool to
handle natural dimensionalities among modalities, offering promising solutions for further
research. The thesis concludes with an exploration of pre-trained normative models and
their significance in enhancing individualised prediction in longitudinal neuroimaging data
analysis.

In summary, this thesis contributes to the advancement of neuroimaging data analysis
by offering novel and robust methodologies for subject-level classification and prediction.
Through critical evaluations and original works, it provides insights into multimodal fu-
sion, individualised classification and prediction, and the potential of normative models.

Keywords: Neuroimaging, Classification, Prediction, Machine Learning, Multimodality,
Normative Models.
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Abstrakt

V posledńıch letech prošel obor neurozobrazováńı významnými změnami, a to nejen s
ohledem na technologický pokrok, ale také na použ́ıvané analytické př́ıstupy. Klasická
statistika ustupuje technikám strojového učeńı, což podńıtilo posun směrem ke klasifikaci
a predikci na individuálńı úrovni, které nab́ızej́ı poznatky přesahuj́ıćı tradičńı skupinové
rozd́ıly. Tento přechod však neńı bez problémů, neboť s sebou nese nutnost řešeńı ne-
dostatku vhodných metodologických postup̊u, problémy s interpretovatelnost́ı model̊u a
absenci nezávislých replikačńıch studíı.

Ćılem této práce je prozkoumat, navrhnout a kriticky zhodnotit metodiky analýzy
neurozobrazovaćıch dat. Zaměřuje se předevš́ım na vývoj a použit́ı inovativńıch technik
k dosažeńı klasifikace a predikce na individuálńı úrovni s využit́ım neurozobrazovaćıch
dat r̊uzných (neuro)zobrazovaćıch modalit. Rozeb́ırá kĺıčové fáze analýzy neurozobra-
zovaćıch dat, a sice jejich měřeńı, předzpracováńı, návrh př́ıznak̊u a analytické metody.
Zvláštńı pozornost je věnována redukci dimenzionality a kontrole zaváděj́ıćıch faktor̊u,
jelikož významně ovlivňuj́ı spolehlivost a interpretovatelnost výsledk̊u.

V pěti výzkumných kapitolách se práce zabývá nedostatkem nezávislých replikačńıch
studíı, problémy longitudinálńı predikce a možnostmi integrace modalit v analýze neuro-
zobrazovaćıch dat. Zd̊urazňuje redukci dimenzionality jako d̊uležitý nástroj pro zvládáńı
přirozených dimenzionálńıch rozd́ıl̊u mezi modalitami a navrhuje slibné postupy pro daľśı
výzkum. Práci uzav́ırá zkoumáńı předtrénovaných normativńıch model̊u a jejich významu
pro zlepšeńı individualizované predikce při analýze longitudinálńıch neurozobrazovaćıch
dat.

Závěrem lze ř́ıci, že tato práce přisṕıvá k rozvoji analýzy neurozobrazovaćıch dat
t́ım, že nab́ıźı nové a robustńı metodiky pro klasifikaci a predikci na úrovni jednotlivce.
Prostřednictv́ım kritických hodnoceńı a originálńıch praćı přináš́ı nové poznatky o multi-
modálńı fúzi, individualizované klasifikaci a predikci a potenciálu normativńıch model̊u.

Kĺıčová slova: Neurozobrazováńı, Klasifikace, Predikce, Strojové učeńı, Multimodalita,
Normativńı modelováńı.
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Preface

Motivation

Historically, the field of neuroscience sought to understand the structure of the nervous

system via the study of post mortem samples [1], whereas the allocation of functional pro-

cesses was conducted through behavioural studies of disabled patients [2], [3]. This process

slowly progressed until the second half of the 20th century, which witnessed considerable

changes as neuroscience found its place as a distinct scientific discipline, rapidly evolving

due to technological advancements. The development of non-invasive neuroimaging tech-

niques such as electroencephalography, magnetic resonance, and its derivatives enabled

us to study the brain more thoroughly than ever before.

Yet, despite these breakthroughs, the field faced scepticism and challenges. In 1988,

Terrence Sejnowski, a pioneer in computational neuroscience and large-scale simulations,

questioned the potential of neuroimaging data analysis, arguing that the brain acquisition

methods were “severely limited in spatial and temporal resolution,” undermining the

potential of data analysis [4]. However, by 2014, in a surprising turnaround, Sejnowski

advocated for “Putting big data to good use in neuroscience” in an article published in

Nature Neuroscience[5]. This apparent contradiction can be attributed to the tremendous

progress in neuroimaging methods, as illustrated in Figure 1, which demonstrates the

technological advancements made over the intervening years. These advances have not

only expanded our data acquisition capabilities but also called for the development of

analytical approaches used to process acquired data in order to understand and interpret

them correctly.

A decade after Sejnowski’s initial criticism, the term Neuroinformatics was defined as

“Combining neuroscience and informatics research to develop and apply advanced tools

and approaches essential for a major advancement in understanding the structure and

function of the brain” [6]. Indeed, the involvement of rigorous computational methods in

the field was a great promise for neuroscience in the 21st century. Soon, the anatomical

and functional organisation of a healthy brain was described as a topologically complex

interconnected network – connectome, which balances regional and functional speciali-
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sation and strong integration [7]–[9]. Connectome consists of two complementary parts

– functional and structural. Each is constructed using distinct neuroimaging techniques

and carries either information about the (dis)similarity of activity across the brain in

the former case or about the existence (and intensity) of anatomical white-matter axonal

connections in the latter case. Although both sub-connectomes provide valuable insights,

it’s becoming evident that combining data from different brain imaging methods is neces-

sary. Doing so prevents us from studying two separate types of human brains: one with

structure but limited function and the other with function but unclear structure.

Both sub-connectomes offer valuable insights to the research community, but it became

increasingly clear that integrating information from multiple neuroimaging modalities was

essential to avoid studying two distinct human brains–one with a structure but limited

functional capacity and the other with meaningful functions but no clear structure.

Figure 1: The comparison of acquisition methods of the brain in 1988 and 2014
in spatiotemporal domain. Open regions represent measurement techniques; filled
regions, perturbation techniques [5].

Further progress in the field is documented in bibliometric studies. In 2017, Yeung

et al. constructed a landscape of neuroscientific research mapping the most frequent terms

used in neuroscientific literature within a period of 2006-2015 [10]. Whereas in 2006, the

terms performance, task, and processing were among the most used, they were absent in

the 2015 ranking, when scale, diagnosis, and classification were more in focus. Especially

the term classification indicated the formation of significant movement in the whole-brain

data analysis. During this period, new research objectives emerged, extending beyond

the exploration of general principles of cognition. Instead, the focus shifted towards

unravelling inter-individual differences through extensive datasets, laying the foundation

for the future of individualised medicine. Methodologically, machine learning techniques
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became natural candidates to aid in this endeavour.

Initially used for brain image processing, machine learning dominates a new niche

within neuroimaging data analysis: brain biomarker identification. Indeed, the prospect

of uncovering objective neuroimaging patterns that signify the onset and progression of

neurological and mental disorders holds significant promise [11]. However, as the scope

of problems solved with machine learning changes, it is necessary to re-evaluate the way

the methods are used and the interpretational power assumed by their use. While a

neural network applied for precise segmentation may not be fully understood, a neural

network used to develop unique brain signatures characterising certain brain states should

be comprehensible to health practitioners [12].

The context of my dissertation thesis is set in this challenging interplay of trade-offs

between simplicity and complexity, interpretability and accuracy, and individuality and

generalisability. Throughout my thesis, I will introduce and explore analytical techniques

for analysing neuroimaging data, considering the aforementioned trade-offs and trying to

strike a balance. I will examine how to account for the interindividual differences and

disentangle variability of interest from confounders. Finally, I will connect all of these

topics by exploring options for multimodal analysis of neuroimaging modalities.

Aims of the thesis

The thesis has two overarching aims. Firstly, to review and explore advanced method-

ologies in neuroimaging data analysis, including its essential components such as prepro-

cessing techniques, dimensionality reduction, and machine learning algorithms.

Secondly, to improve and critically apply these methodologies to address classification

and prediction challenges in neuroimaging.

This will be achieved by:

1. Conducting a replication study to assess the outcomes of deep learning algorithms

in neuroimaging data analysis, focusing on influential features and applicability.

2. Investigating the integration of structural and diffusion neuroimaging data for lon-

gitudinal prediction.

3. Integrating multiple neuroimaging modalities and investigating their combined po-

tential to capture complex patterns and relationships within the brain.

4. Contributing to the neuroimaging community by sharing neuroimaging data.

5. Developing modality-free normative modelling method for longitudinal analysis.
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Outline of the thesis

The thesis is organised as follows:

Chapter 1

In the first chapter, I introduce fundamental anatomical and physiological concepts related

to the brain, providing essential background knowledge for the subsequent chapters. I also

introduce the radiomic framework of an analytical pipeline, which will be further expanded

in the following chapters.

Chapter 2

The second chapter offers an overview of the historical development and advancements in

non-invasive brain imaging techniques. It explains the underlying physical principles and

technical intricacies involved in data acquisition across modalities relevant to this thesis.

Chapter 3

Each neuroimaging modality captures distinct information about the brain and also

presents unique challenges and artifacts that must be addressed through tailored pre-

processing procedures. In this chapter, I focus on preprocessing neuroimaging data, dis-

cussing specific techniques and strategies for artifact correction and quality enhancement.

Additionally, I explain the extraction of neuroimaging features from individual modalities

and provide insights into multimodal fusion approaches.

Chapter 4

Although neuroimaging data analysis is a relatively young field, it already underwent

dynamic changes with respect to the methods we use for their analysis. This chapter

reviews the key concepts and ideas that have shaped the current landscape of machine

learning in neuroimaging analysis, emphasising their appropriate application context. The

chapter also highlights the significant challenge of dimensionality in neuroimaging data

and examines various dimensionality reduction methods that can be employed prior to

model fitting. Finally, it explores analytical approaches suitable for neuroimaging data

analysis.

Chapter 5

The final theoretical chapter sheds light on the often-overlooked issue of confounders in

neuroimaging data analysis. Confounders are typically clinical variables that can influence
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both the outcome of interest and explanatory variables, posing a significant risk of bias

in neuroimaging studies. This chapter discusses potential strategies and methods for

mitigating the impact of confounders, aiming to enhance the validity and reliability of

neuroimaging data analysis.

Chapter 6

The use of deep learning algorithms in neuroimaging data analysis has gained significant

traction. However, it is essential to also critically examine the outcomes of these algo-

rithms in terms of influential features and replicability. In the first results chapter of this

thesis, I will replicate the findings of a deep neural network that identified differences in

EEG time series between men and women. I extract the key features identified by the

authors as crucial for the classifier and replicate the findings using a simpler method on

the longitudinal dataset.

Chapter 7

In this chapter, I integrate structural and diffusion neuroimaging data on subjects who

have experienced a stroke to predict cognitive deficits one year after the neuroimaging

data were collected. The analysis not only combines the two modalities but also explores

different levels of spatial resolution to investigate the impact of the grain of the analysis

on the results.

Chapter 8

Building upon the multimodal analysis, I extend my investigation to incorporate three

modalities. The goal of this chapter is twofold: first, to classify patients with multiple

sclerosis and healthy controls, and second, to identify neuroimaging correlates that indi-

cate motor deficit. I evaluate multiple approaches across different experimental setups to

determine the most effective approach.

Chapter 9

Using the methodology designed in the previous chapter, this section strives to enhance its

efficacy in classifying individuals with schizophrenia and healthy controls. I revisit feature

design and data integration techniques with the aim of achieving improved performance.

Chapter 10

The scarcity of training data poses a significant challenge when using deep learning ap-

proaches in neuroimaging data analysis. Data-sharing initiatives are crucial to address
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this issue and promote progress in the field. In this chapter, I describe my efforts to

contribute to the community by sharing neuroimaging data.

Chapter 11

In this chapter, I revisit the discussion on two major challenges in neuroimaging data

analysis: confounders and limited sample size. Using normative modelling, I developed a

method that enables the analysis of longitudinal neuroimaging data based on pre-trained

models derived from large-scale datasets, eliminating the need for the original data. This

method can be applied to any neuroimaging data for which pre-trained models exist. I

demonstrate the effectiveness of this method in the longitudinal analysis of first-episode

schizophrenia subjects, showcasing superior results compared to traditional approaches of

controlling for confounders.

Chapter 12

The final chapter of this thesis encompasses the discussion of my original findings and

their alignment with the aims of the thesis. Additionally, I outline future extensions and

ongoing projects that are relevant to the scope of this thesis.

While the findings presented in this thesis are the results of my independent research,

I use the plural form throughout to discuss general concepts and findings, emphasising

the collective knowledge and experiences within the field of neuroimaging data analysis.

Additionally, at the outset of each research chapter, due acknowledgement is given to my

colleagues who have contributed their valuable insights to specific aspects of the research.



Chapter 1

Navigating brain

In this introductory chapter, we will provide the essential knowledge related to the brain

that is relevant to this thesis. It is crucial to acknowledge that neuroscience is a vast

and multidisciplinary field, relying on the collective expertise of professionals with diverse

backgrounds and levels of knowledge in various domains. This thesis is written from

the perspective of a data scientist. Therefore, the primary objective of this chapter is

not to delve deeply into the intricacies of action potentials’ physiology or the detailed

anatomy of the brain. Instead, we aim to provide a conceptual framework that encom-

passes the key aspects influencing neuroimaging data acquisition to the extent necessary

for its appropriate analysis. For a comprehensive, in-depth course on neuroscience, we

recommend [13].

1.1 Zooming in

Although not the most abundant cells of the brain, neural cells or neurons are the founda-

tional components of its architecture. Neurons are essential in transmitting and processing

information within the nervous system, enabling communication and coordination across

body functions. Their unique structure is finely tuned to efficiently transmit electrical

signals throughout the body. It consists of the cell body, known as the soma, and the

axon (Fig. 1.1).

The soma contains the nucleus of the cell. It serves as a foundation for the dendrites,

which are abundant tree-like structures extending from the neuronal body and receiving

incoming signals from other neurons.

On the other hand, the axon is typically a single elongation of the neuron, varying

in length from micrometres to over a meter, depending on the type and location. The

primary role of the axon is to transmit electrical signals to other neurons. To facilitate

efficient transmission, certain parts of the axon are insulated by a lipid substance called

7
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myelin, which is produced by either oligodendrocytes or Schwann cells, depending on

the neuron’s location within the body. Along the length of the axon, there are specific

regions where myelin is absent, exposing the axonal membrane. These exposed regions

are referred to as the nodes of Ranvier, and they play a crucial role in facilitating the

conduction of nerve impulses. During the propagation of an action potential, the electrical

impulse “leaps” along the myelin sheath from one node of Ranvier to the next, in a process

known as saltatory conduction. This conduction mode is considerably faster and more

energy-efficient than the continuous conduction observed in unmyelinated axons.

At the end of the axon, there are specialised structures called terminal boutons. These

terminals form connections, known as synapses, with other neurons or target cells. When

an action potential reaches the axon terminals, it triggers the release of chemical mes-

sengers called neurotransmitters into the synapse. These neurotransmitters then bind to

receptors on the target cells, transmitting the signal from one neuron to the next or to

the effector cells, such as muscles or glands.

Overall, neurons employ two mechanisms to transmit signals. The first mechanism

is the action potential, a rapid electrical charge that travels along the neuron’s axon,

starting from the soma. Typically, action potentials are contained within a single neuron.

However, in certain cases, when neurons are in close proximity, the electric signal can

“jump” between the axon of one neuron onto the dendrite of another through specialised

connections called gap junctions.

The second mechanism involves the neurotransmitters released from the terminal end-

ings of one neuron’s axon into the synapse. They then bind to receptors on the dendrites

of the target neuron. This interaction can either depolarise the target neuron, producing

an excitatory postsynaptic potential or hyperpolarise it, producing an inhibitory postsy-

naptic potential. These changes in the target neuron’s membrane potential influence its

likelihood of generating an action potential. When a sufficient number of neurons in close

proximity release neurotransmitters onto the dendrites of a target neuron, it can trigger

an action potential, initiating further communication within the nervous system.

1.2 Zooming out

The human central nervous system has evolved into four distinct parts: the spinal cord,

brainstem, cerebellum, and cerebrum. The spinal cord extends from the base of the brain

and serves as a channel for transmitting signals between the brain and the rest of the body.

The brainstem is the evolutionarily oldest part of the brain and consequently houses vital

centres responsible for essential bodily processes such as breathing.

Cerebellum, which translates to “little brain”, exhibits numerous fissures resembling



1.2. ZOOMING OUT 9

Figure 1.1: A scheme of a neuron.

the cerebrum. It is situated behind the brainstem at the back of the skull. The cerebellum

is highly specialised in coordinating and regulating voluntary movements, maintaining

balance, posture, and facilitating motor learning. However, it has also been associated

with cognitive functions like attention, language, and emotional regulation.

The cerebrum, the brain’s largest and most prominent part, is characterised by its

smooth outer surface with fissures and ridges, known as sulci and gyri. The longitudinal

fissure divides it into two hemispheres, yet they remain interconnected and communi-

cate. Each hemisphere contains four lobes: frontal, occipital, temporal, and parietal (Fig-

ure 1.2). These lobes exhibit varying degrees of functional specialisation. For instance, the

occipital lobe houses the primary visual cortex responsible for processing visual stimuli.

In contrast, the prefrontal cortex in the frontal lobe is associated with higher cognitive

functions such as planning and problem-solving.

The outer layer of the cerebrum is known as the cerebral cortex. It is predominantly

composed of grey matter, which consists of (mostly) six layers of neuronal cell bodies

organised into cortical columns, forming a thin layer measuring just a few millimetres.

Despite its thinness, grey matter plays a crucial role in information processing and inte-

gration in the brain. Underneath, brain regions are interconnected by white matter, which

consists of axons packed tightly together. The distinction between grey and white matter

is visually notable, with white matter appearing white due to myelin sheaths around the

axons. Another important component to consider is Cerebrospinal Fluid (CSF), a clear

and colourless fluid that fills the cavities within the brain and spinal cord. Although

not technically a tissue, CSF is often referred to as such for generalisation purposes.

It serves as a protective medium, absorbing mechanical shocks, regulating the chemical

environment of the brain, aiding waste removal, and maintaining stable intracranial pres-

sure. Differentiating between these three “tissue,” types is crucial for neuroimaging data

analysis.



10 CHAPTER 1. NAVIGATING BRAIN

Figure 1.2: A sketch of the brain.

1.3 Radiomics and neuroimaging data analysis

As we will learn from later chapters, imaging techniques revolutionised our knowledge of

the human body and significantly widened our options for its study. However, most of

these techniques are universal and don’t have to be used solely for studying the brain.

Radiomics focuses on the high-throughput extraction of numerous image features from

radiographic scans [14]. Originally mainly used for analysing oncological scans, it is rooted

in mining hospital databases, which house standard radiological images ensuring a large

and diverse pool of scans [15]. The essence of radiomics lies in the power of big data,

naturally intertwining itself with advanced Machine Learning (ML) methods and Artificial

Intelligence (AI). It has a well-defined framework for conducting the analysis [16].

While there is a significant overlap between neuroimaging data analysis and radiomics

in extracting and analysing imaging features, they are not entirely synonymous. Neu-

roimaging data analysis only focuses on brain images. It often operates within the con-

text of predesigned studies that seek to address specific questions about brain function,

which require data beyond what is available in hospital records alone. Additionally, al-

though advancing, the data-sharing initiatives within and between hospitals are not yet

a standard practice making a small number of subjects an analytical challenge, limiting

the application of AI methods without risking overfitting.

However, despite these differences, the well-established framework and methodologies

of radiomics offer valuable insights and tools that can be effectively applied to neuroimag-

ing data analysis.

The radiomics analytical pipeline consists of the following steps, which will be more

thoroughly discussed in later chapters:

1. Planning: This crucial stage involves thorough research planning, including setting

clear goals, designing realistic means to achieve those goals, anticipating potential
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problems and devising appropriate solutions. Although not directly related to this

thesis, the importance of planning cannot be undermined.

2. Data curation: The quality of study results heavily relies on effective data ac-

quisition and curation. As the saying goes, “Garbage in, garbage out.” Therefore,

investing time, energy, and resources into ensuring proper acquisition practices is

essential [17]. Curation becomes even more critical in radiomics since, unlike in

smaller neuroimaging studies, large neuroimaging databases are not constructed

with a single well-defined question in mind. If a database is primarily designed

to be large, real-life biases may permeate the AI algorithms used for data mining.

Therefore, the curation stage becomes crucial for ensuring unbiased results. Given

that knowledge of the data acquisition process is vital for proper preprocessing and

data analysis, we will discuss it in the following chapter.

3. Preprocessing and segmentation: Once the data is acquired, it is essential

to address noise and artifacts accompanying any data acquisition. Understanding

the acquisition process allows us to anticipate the presence and form of artifacts,

enabling the design of appropriate solutions to enhance the signal-to-noise ratio as

much as possible.

4. Feature extraction: Feature extraction requires a deep understanding of the prob-

lem at hand and the ability to extract meaningful information from neuroimaging

data. Features can be generated at different temporal and spatial resolution levels,

depending on the dataset size and the task at hand. Striking the right balance be-

tween generating too many or too few features is crucial. This challenge is further

amplified when performing multimodal analysis, where features should reflect de-

pendencies and correlations across different modalities. The issue of proper feature

generation will be discussed in a separate chapter, together with the preprocessing

stage.

5. Model building: Selecting an appropriate model for addressing the research ques-

tion (typically classification or prediction) requires trade-offs between simplicity and

complexity, avoiding underfitting or overfitting and achieving both individuality and

generalisability. At this stage, the limited number of subjects, a common bottle-

neck in neuroimaging data analysis, becomes particularly evident. With a small

number of subjects (up to a hundred), the significant disproportionality between

the available number of features is a considerable impediment and requires caution

and more conservative approaches. However, while intuitively, more samples allow

for the use of more sophisticated algorithms, it does not guarantee their superiority
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over simpler approaches. It is, therefore, advisable to have a simple classifier as a

baseline for comparing more sophisticated methods. The factors to consider when

choosing a model will be discussed in a dedicated chapter.

6. Internal test performance: Building a model goes hand in hand with appropriate

validation. The performance of the model should be assessed using internal tests to

ensure its effectiveness within the given dataset.

7. External validation: Once the model achieves satisfactory performance, it is good

practice to also evaluate its performance on an independent dataset. In radiomics,

where population-level conclusions are often drawn, the model should ideally be

validated on an independent dataset from a different scanning site. However, this

can be challenging due to confounding factors such as scanner effects, especially in

neuroimaging data analysis. In such cases, transfer learning methods may prove

useful. The discussion of confounders is covered in the final theoretical chapter of

this thesis.



Chapter 2

The principles of neuroimaging

In this chapter, we will briefly cover the selected neuroimaging techniques that are com-

monly used in contemporary neuroscience research. While the chapter does not aim to

be comprehensive, it will provide sufficient information for the reader to follow the thesis.

For those who wish to delve deeper, we recommend [18].

2.1 Setting up the stage

Although neuroscience, the study of the nervous system (including the brain, spinal cord,

and peripheral nervous system), has roots dating back to ancient Egypt [19], the non-

invasive study of brain structure and function is much more recent. In 1895, Wilhelm

Roentgen’s discovery of X-rays revolutionised non-invasive visualisation of the human

body, opening new avenues for research, especially on hard tissues [20]. However, X-

rays were unsuitable for brain imaging for several reasons, including the harmful effects

of ionising radiation. Moreover, the hard tissue surrounding the brain absorbs most of

the X-rays, limiting the details of the brain’s structure. Nevertheless, the technology

was the cornerstone of innovation, giving rise to methods such as computed tomogra-

phy in 1961. Unlike traditional X-rays, computed tomography takes a series of X-ray

images from various body angles, producing 3D images. Additional improvements in

post-processing diminished the effect of hard tissue interference, enabling computed to-

mography to produce brain images of significantly higher quality. Nevertheless, the core

problem of harmful radiation persevered, and an alternative need to be found to improve

brain imaging.

Shortly after the introduction of computed tomography, Paul Lauterbur published the

first images obtained through nuclear magnetic resonance [21] (Figure2.1). Nuclear mag-

netic resonance describes the behaviour of atomic nuclei in a strong magnetic field when

exposed to radio waves. Originally, this technique was developed for studying atomic nu-

13
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clei and their interactions in molecular structures. However, as Lauterbur notes in his 1974

article:“When the magnetic field gradients imposed upon objects are large compared with

the peak widths produced by intrinsic effects, the inhomogeneously broadened signals con-

tain information on the spatial distributions of the nuclei or electrons at resonance. Under

these circumstances, the magnetic resonance becomes a technique for studying structure

above the molecular level.” [21].

In summary, nuclear magnetic resonance uses strong magnets and sensitive techniques

to detect the weak signals emitted by hydrogen atom nuclei in tissue. This non-invasive

imaging method produces three-dimensional images of the target tissue and is considered

safe, with no harmful effects from the time spent in the scanner. Because of its favourable

properties, it became an essential tool in most clinical facilities by the 1980s. However,

due to negative connotations associated with the term “nuclear”, the original name was

changed to Magnetic Resonance Imaging (MRI). MRI was a significant milestone lead-

ing to another imaging revolution, for which Paul Lauterbur and Peter Mansfield were

awarded a Nobel Prize in 2003.

Back in the early 20th century, amidst the frenzy around X-rays, another method

emerged for studying the brain. In 1924, Hans Berger recorded the first human elec-

troencephalogram [22]. Unlike X-rays, Electroenecephalography (EEG) was not designed

to be an imaging technique but rather a method to study the activity of the brain by

measuring excitatory postsynaptic potentials. The device comprises two main parts: a

cap and an amplifier. The cap consists of electrodes that attach to the scalp and measure

the electrical activity of the brain. The amplifier records and amplifies the signals from

individual electrodes filters out electrical noise, and then digitises and records the signals

with a computer.

Compared to imaging devices, the construction and deployment of the EEG device

were considerably easier, and as a result, by the 1940s, it had become widely used by

cognitive scientists. Over time, EEG research has provided valuable insights into various

brain disorders, including epilepsy, stroke, encephalitis, and others. Despite not being

an imaging technique by design, modern high-density EEG tools, when combined with

advanced computational techniques, can be regarded as a form of neuroimaging, albeit

with limited spatial resolution.

2.2 MRI principles

Although it is not essential for this thesis to deeply understand the physical principles of

MRI, it is necessary to grasp the basic laws and specifics tied to individual modalities. In

this part, we will describe the basic principles of MRI and its three modalities – structural
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Figure 2.1: Lauterbur’s MRI (at that point called NMR) image of a cherrystone
clam. Adopted from [21].

MRI, functional Magnetic Resonance Imaging (fMRI) and Diffusion Weighted Imaging

(DWI) [23]–[25].

The human brain is predominantly composed of water, with hydrogen atoms being

the most abundant. Each hydrogen atom has a single positively charged proton that

spins on its axis, generating a small magnetic field that can be manipulated using an

MRI scanner. The principle of MRI relies on the alignment of these hydrogen protons

in the main magnetic field before being disrupted by a specific Radiofrequency (RF)

pulse. After the RF pulse is applied and discontinued, the protons return to their original

alignment and emit an RF pulse that is detected, amplified, and converted into a digital

signal. In short, MRI detects and measures the signal re-emitted by the hydrogen atoms

in the body’s tissues when exposed to strong magnetic fields. The device consists of three

essential parts: a superconducting magnet, a gradient coil, and an RF coil.

Magnet

The superconducting magnet is the most significant part of the device. This component

determines the strength of the magnetic field produced by the machine, known as B0, and

is measured in the units of Tesla (T). While the commonly used devices have a strength of

1.5T and 3T, advanced 7T scanners are increasingly becoming popular. To highlight the

sheer magnitude of the generated magnetic field, the Earth’s magnetic field has a strength

of only approximately 3.2∗10−5T. The strength of the field is crucial, as it directly impacts

the resolution and quality of the final image. Once activated, the protons in the tissue

align in the direction of the B0 magnetic field and precess around it in phase coherence at

a characteristic frequency called Larmor frequency, which is directly proportional to the

strength of the field.
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Gradient coil

Gradient coils superimpose a varying magnetic field on the B0 magnetic field, enabling

spatial encoding of the MR signal along a specific direction and, consequently, the recon-

struction of 3D images. Switching on and off the gradient coil at specific times allows

the MR signal to be selectively excited and detected from a specific volume element. The

setup of the gradient coil can also produce spatially varying magnetic fields to suppress

unwanted signals or enhance specific features in the MR image. Two important param-

eters of gradient coils are the strength of the gradient field they can produce, and the

switching times, both of which affect the thickness of the tissue we can study.

Radiofrequency coil

The RF coils generate the B1 field, causing part of the protons originally aligned with the

B0 field to rotate away into a transverse plane. More specifically, the RF coils transmit

radiofrequency pulses at Larmor frequency, causing the protons to absorb energy and en-

ter a higher-energy state, that is, not aligned with the B0 field. When the pulse is turned

off, the energy is released, and protons return to their original state, emitting a radiofre-

quency signal detected by the RF coil. MRI devices contain a variety of RF coils specific

to imaging different parts of the body. These coils can be separate sets for emitting and

receiving the signal or one coil serving both purposes.

As with any advanced technology, MRI is controlled by a “program” called a pulse se-

quence which coordinates the switching of gradient and RF coils during acquisition. Pulse

sequences depend on several parameters that affect the acquisition. These parameters are

routinely reported in every neuroimaging study and significantly affect the contrast and

quality of the resulting image:

• Repetition Time (TR): The time interval between the beginning of one RF pulse

and the beginning of the next RF pulse (Figure 2.2). The shorter the TR, the less

time the hydrogen protons have to recover and align with the B0 field. It is measured

in milliseconds.

• Echo Time (TE): Describes the timing between the application of an RF pulse

and the collection of the resulting signal (Figure 2.2). In other words, it is the time

between the centre of the RF pulse and the peak of the echo signal received by the
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Figure 2.2: Repetition and echo time in pulse sequence.

receiver coil. It is typically measured in milliseconds and can be adjusted during

the MRI scan to optimise image contrast and resolution.

• Flip angle: The angle by which the hydrogen atom is rotated away from the original

B0 field after an RF pulse. It is measured in degrees or radians.

• Field of View (FOV): The size of the area that’s being visualised (in mm).

• Matrix size: The number of pixels in the FOV.

• Slice thickness: the thickness of the “slice of brain” being scanned (mm).

Different types of images are created using different pulse sequences, depending on

the tissue properties we want to highlight. The final signal is then represented as either

a pseudo three-dimensional or four-dimensional image series, depending on the sequence

used. Similar to a pixel, the smallest unit of information in a 2D image, the equivalent

unit in 3D structures is referred to as a voxel. Voxel can be visualised as a cube, with two

of its dimensions determined by the FOV and matrix size, while the third dimension is

the slice thickness. The voxel size varies depending on the pulse sequence, ranging from,

for example, 0.5 mm × 0.5 mm × 0.5 mm for detailed structural images to, for example,

2 mm × 2 mm × 2 mm for fMRI series. In the following sections, we will review the

relevant tissue contrasts and link them to specific neuroimaging modalities.

2.3 Taking a picture

While we often visualise the brain as a three-dimensional structure, neuroimaging data is

acquired as a sequence of two-dimensional slices, which are then reconstructed to form a

comprehensive 3D representation. These slices are typically examined along three main
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Figure 2.3: Planes of view.

axes: axial (horizontal), sagittal (vertical), and coronal (frontal), providing different per-

spectives of the brain’s anatomy and functional regions (Fig 2.3).

In this context, specific directional terms are used to describe the brain’s spatial orien-

tation. The anterior direction refers to the front of the brain, while the posterior direction

corresponds to the back. The superior direction signifies upward, and the inferior direction

indicates downward.

2.4 Neuroimaging techniques

2.4.1 Structural MRI

Structural MRI images are used to provide detailed anatomical information about the

brain. These images are available in various contrasts, depending on the required tissue-

related information (Figure 2.4). They can also be used to compute a number of features,

such as the volume of various anatomical parts, cortical thickness, and others. The T1

contrast is the most commonly used, albeit T2-weighted images are preferable to study

brain lesions and abnormalities.

T1-weighted image

T1 refers to the longitudinal relaxation time, which represents the time it takes for hydro-

gen protons to return to their original state of alignment with B0 field after being excited

by the RF field. The T1 time changes based on the tissue the hydrogen atoms are a part

of. For example, the T1 time of CSF is ∼4,000 ms, while it is only ∼900 ms for grey mat-

ter. Thus, when setting short TE and TR, the protons of CSF do not have enough time to
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Figure 2.4: Comparison of structural, functional and diffusion images.

recover, making CSF appear almost black on the images, while grey matter, the protons

of which recover faster, is a darker grey. This allows for a clear distinction between grey

matter, white matter, and CSF.

T2-weighted image

T2 refers to the transverse relaxation time. It describes the gradual loose of phase co-

herence between the hydrogen protons.1 It uses a long TR and a long TE, allowing the

protons in tissues to have enough time to relax and emit their own signals before the next

RF pulse is applied. During this time, the protons’ magnetic moments precess at different

rates, resulting in a decay of the transverse magnetisation. This sequence is mostly used

to visualise fluid-filled structures such as the brain’s ventricles, but also abnormalities like

white matter lesions in multiple sclerosis.

T2*-weighted image

The principle of T2* is analogous with the T2 discussed above; however, on top of the

decay of transverse magnetisation caused by the spins of hydrogen protons falling out

of phase, the T2* also takes into account magnetic field inhomogeneities due to tissue

structure. This sequence is particularly useful for fMRI and DWI.

1Note that before the RF pulse, all protons are aligned with the B0 magnetic field and are in phase.
After the RF pulse tips protons off the B0 plane, the phase between the protons gradually loses sync.
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2.4.2 Diffusion-weighted imaging

DWI enables the visualisation of water molecules’ movement within a tissue. The T2*

signal is attenuated based on the water molecules’ diffusion ability, with higher diffusion

resulting in a lower signal (Figure 2.4). For example, white matter in the brain mainly

comprises densely packed axons, significantly restricting the directions in which water

molecules can move, effectively capturing the structure of white matter.

To create a DWI image, a single T2* volume is initially acquired without diffusion

attenuation. Following this, a set of images is taken from different angles, each measuring

the amount of diffusion from a specific direction. A strong gradient is symmetrically

applied on either side of the RF pulse, and a set of parameters must be tuned, mainly

related to the amplitude and duration of the gradient and the intervals between them.

These parameters are combined to produce a single b value. A b value of zero results in

a T2* image, and as the b value increases, the attenuation becomes more profound.

Unlike structural images, DWI imaging does not produce a single 3D volume but

rather a set of 3D volumes, each representing diffusion in a specific direction. This imaging

technique is particularly useful in detecting acute strokes and tumours by visualising water

movement in tissues.

2.4.3 Functional magnetic resonance imaging

fMRI was developed to investigate brain activity rather than its structural characteristics.

Essentially, it does not directly measure neural activity; instead, it relies on the unique

magnetic properties of haemoglobin. Haemoglobin, a protein responsible for transporting

oxygen to cells through erythrocytes, exists in two forms: oxyhaemoglobin, when bound

with oxygen and deoxyhaemoglobin when oxygen is released. The magnetic properties of

haemoglobin differ depending on its oxygenation state. Oxyhaemoglobin is diamagnetic,

while deoxyhaemoglobin exhibits paramagnetic behaviour relative to the rest of the body.

This paramagnetic property creates microscopic field distortions around red blood cells

and vessels containing deoxyhaemoglobin, leading to a detectable decrease in T2 and T2*

signals during fMRI scans.

When neural activity increases in a specific brain area, the neurons require more

oxygen, which is delivered to the cells through blood, specifically oxygenated haemoglobin.

Blood vessels anticipate the increased supply of blood and temporary increase in volume.

Oxygen is then delivered to the area in greater supply than needed, resulting in an increase

in capillary and venous blood oxygenation. The excess of oxyhaemoglobin relative to the

local amount of deoxyhaemoglobin causes an increase in T2 and T2* signals, which fMRI

can detect. Because the acquisition relies on the ratio of oxy and deoxyhaemoglobin
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in active regions of the brain, the technique is referred to as Blood Oxygenation Level

Dependent (BOLD).

Several factors affect the interpretation and acquisition of fMRI data. First and fore-

most, it is important to reiterate that fMRI does not directly measure neural activity but

the response of blood flow to that activity. While the BOLD process is reliable, it is also

spatially inconsistent across the brain.

Another crucial factor to consider is the frequency of the acquired time series. While

the amount of time it takes to acquire individual slices of T1 images is not particularly

relevant, when studying brain function, the whole brain must be scanned quickly and ide-

ally simultaneously to capture comparable information (Figure 2.4). Structural sequences

take minutes to acquire a whole brain image, which is too slow for capturing a single sam-

ple of brain activity. To address this issue, the Echo-planar Imaging (EPI) pulse sequence

was developed by Peter Mansfield [26]. It enables the acquisition of a single brain slice

in 50-100 milliseconds, allowing for a 3D image of the brain to be acquired in under two

seconds [26], which should be just enough to capture the BOLD change.

2.5 Electroencephalography

The EEG is an older method than MRI, and although not a neuroimaging method per se,

it has unique properties which make it indispensable for clinicians and scientific research.

In the first chapter, we mentioned the mechanism of communication between neurons,

which could be either through action potential or neurotransmitters. The EEG measures

signal that is the result of the second mechanism.

The outcome of excitatory postsynaptic potential (depolarisation of neuronal mem-

brane) is a current sink (extracellular negativity) and current source (intracellular posi-

tivity), creating a current dipole. Although the current dipole of a single neuron is not

strong enough to be registered by an electrode on the scalp, when multiple neurons are

excited in this manner, their combined current is conducted through the brain, veins,

and other tissues to the scalp. This summed current is isotropic, meaning it flows in all

directions equally and can be detected as a scalp potential by electrodes.

EEG signals are obtained as time series data, with one time series per electrode.

The frequency of the signal is much higher than that of fMRI, generally ranging from

250 to 1000 Hz. Despite convenient temporal properties, EEG has several limitations,

particularly in terms of spatial resolution, due to the distance of the sources from the

scalp, limited spatial sampling, and number of electrodes. Other factors, such as muscle

activity and eye movements, can also introduce artifacts and impact the quality of the

signal.
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Chapter 3

Labyrinth of processing

In this chapter, we introduce the techniques used in processing neuroimaging data. Ex-

panding on the previous chapter, we explore specific workflows tailored to each modality

and situations where multiple modalities are employed. This chapter serves as a foun-

dation for generating features essential for the classification and prediction algorithms

discussed in the subsequent chapter.

Each modality offers unique benefits and generates specific features. However, with

these benefits come challenges, including artifacts and distortions that must be addressed

before the analysis. In this section, we revisit each modality to discuss: the common

preprocessing steps and artifact correction and the types of features that can be derived

from them.

It is important to note that preprocessing in neuroimaging is a vast subject that could

be the focus of an entire thesis. Furthermore, acquisition artifacts often interact with

one another, requiring complex algorithms for appropriate correction. For the purpose of

this work, we will treat individual preprocessing steps as fully effective without discussing

their specific limitations. While we acknowledge the significance of visually assessing the

quality of preprocessing, we do not aim to optimise or refine them. Consequently, we will

provide only a brief overview of these stages.

In the course of this chapter, we cite the influential works that impacted the preprocess-

ing of neuroimaging data. However, for a comprehensive overview, we recommend [27], [28]

for preprocessing fMRI data specifically, and [29] for processing and analysis of EEG data.

23
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3.1 Structural imaging

3.1.1 Preprocessing

Structural imaging is a fundamental component of any neuroimaging study as it provides

crucial information about the position and quality of different brain tissues. It enables

the measurement of a wide range of high to low-level features. The type of features we

aim to generate determines to a degree, the specific preprocessing steps applied. Two

common approaches are volumetric and surface analyses. Both types are not dependent

on a specific contrast and can use T1, T2, or other contrasts, although T1 is typically the

most commonly used.

In the volumetric approach, structural features are primarily associated with the vol-

ume of brain regions or abnormalities. They are particularly useful for investigating

volumetric changes in the brain.

The surface approach involves reconstructing voxel-based brain data as a surface com-

posed of small triangles or vertices. As the name suggests, it is primarily used to generate

features specific to the surface of the brain, such as grey matter thickness or surface area.

Skull stripping

The process of brain extraction involves removing the skull and non-brain tissues. It is

not considered a mandatory step in neuroimaging data analysis, but it offers significant

advantages. Firstly, it eliminates unnecessary tissues that are not the focus of the analysis,

thereby avoiding potential complications in subsequent preprocessing steps. Additionally,

skull stripping ensures the anonymisation of the data, enabling researchers to share infor-

mation without compromising the identity of the individuals involved [30]. However, it

is important to note that the process is not foolproof, and the results should be visually

inspected.

Bias field correction

Bias correction is a prevalent artifact encountered in all neuroimaging modalities, resulting

from imperfections in RF coils and image acquisition. It manifests as a reduction in high-

frequency components of the image, leading to blurred boundaries between different types

of brain tissues. Furthermore, it introduces intensity variations, causing the same tissue

to exhibit different intensities. Modern techniques for bias field correction have been

developed, making it relatively straightforward to identify and mitigate this bias, thereby

improving the accuracy of subsequent analyses [31].
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Tissue segmentation

Tissue segmentation aims to create distinct spatial masks for the three fundamental brain

“tissues”: grey matter, white matter, and CSF. In certain cases, such as when studying

brain damage caused by conditions like glioma, stroke, or multiple sclerosis lesions, there

may be a need for an additional tissue mask representing the affected area.

Registration

Registration is a crucial step of neuroimaging data analysis, which is again not limited to

structural imaging data. We discriminate between inter-subject and intra-subject regis-

tration.

• Intra-subject registration: involves aligning different imaging modalities within

a single subject. Each modality may have a varying resolution, distinct artifacts,

and potential shifts caused by movement, so they must be aligned before analysis.

This alignment is particularly critical in analysing DWI, fMRI, and any multimodal

data in general. Additionally, various brain atlases can also be registered to an

individual subject’s image to produce higher-level features (more on this in the

following section on feature generation).

• Inter-subject registration: is a widely used tool for making group-level infer-

ences. In this approach, all subjects are registered to a predefined template, allowing

individual voxels to correspond with one another across samples. Several templates

are available, with the Talairach template being one of the earliest [32]. The most

commonly used templates today are those released by the Montreal Neurological

Institute (MNI). The Colin 27 template is created by averaging 27 scans from the

same individual [33]. The MNI 305 template aimed for increased generalizability

and later became the foundation for what is now referred to as the MNI space [34].

Additionally, the ICBM 152 linear template represents the average brains of 152

young adults registered to the MNI 305 space [35].

3.1.2 Feature generation

Once the preprocessing of neuroimaging data is completed, it is possible to generate the

structure-specific features. This typically involves either voxel-level analysis or extracting

volumes of chosen brain areas.
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Voxel-based morphometry

Voxel-Based Morphometry (VBM) reference a family of methods (which, however, may

have a lot of different implementations), the purpose of which is to identify differences in

the local amount of (mostly) the grey matter either on a level of the group differences or

model its relationship with a certain covariate.

The pipeline consists of a few well-defined steps [36], [37], which are usually run on a

group level, as they include registration of all subjects into a common space.

1. Brain extraction (see Preprocessing)

2. Tissue segmentation (see Preprocessing)

3. Registration – Is a crucial step in the VBM pipeline. All subjects are affine-

registered into a standard space, and a study-specific template is often computed.

The registration may also be performed only on a level of grey matter to eliminate

artifacts. The registration process is crucial not only for its result but also for

the transformation function itself. When registering a brain to a specific template,

voxels must be expanded or contracted to fit the target volume. This transformation

carries information about the proportion of grey matter volume change, which is

relevant for the analysis.

4. Modulation – In this step, the information from transformation is combined with

the result of registration. If the registration to the template was perfect, all the

registered images would look the same, and the transformation would capture all

of the information. However, registration is never perfect, which is reflected in the

intensities of registered voxels. Thus, the registered images are multiplied with the

transformation matrix in a modulation step.

5. Smoothing – Finally, the resulting modulated images are smoothened to decrease

noise and increase alignment and sensitivity.

Volumetric features

The assessment of the volume of brain areas is usually a hierarchical process, which begins

with the estimation of intracranial volume and the three main tissue types: grey matter,

white matter, and CSF, which are subsequently split into smaller areas. These brain areas

are defined and delineated using what is known as “brain atlases”.

Brain atlases serve as reference images of the “standard” brain, often referred to as

the brain in the standard space, which we described in the context of inter-individual

registration. In a brain atlas, each voxel is assigned a unique integer corresponding to
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a specific part or region of the brain. These atlases can be constructed based on vari-

ous criteria, such as anatomical similarity of brain structures [38], functional similarity

(e.g., brain areas that exhibit synchronous or asynchronous activity) [39], or even genetic

similarity [40]. The surface analysis allows for extracting specific features, including grey

matter thickness, surface area, curvature, and normals (surface orientation). While there

are atlases designed explicitly for surface analysis [41], [42], it is worth noting that most

volumetric atlases can be projected onto the surface with some limitations and caveats.

3.2 Diffusion-weighted imaging

3.2.1 Preprocessing

Unlike structural images, the preprocessing of DWI is much more challenging and time-

consuming. This modality is specifically prone to geometric distortions, and it is necessary

to inspect the results of individual processing steps to ensure the quality of the final

features.

Susceptibility induced distortions

In the DWI context, the acquisition speed plays a crucial role; therefore, an EPI or similar

protocol is typically employed. However, the scanning sequence has to balance a trade-off

between resolution and noise. Another challenge arises from the sensitivity of the EPI

sequence to magnetic field inhomogeneities, which are most prominent near the sinuses.

These inhomogeneities can cause significant distortion in the lower temporal areas of the

image and are referred to as susceptibility-induced distortion. Fortunately, the nature

of this artifact is well-known and understood. Specifically, the distortions occur along

the phase-encoding direction, which remains constant throughout the acquisition. An

additional image is acquired in the opposite direction to mitigate this artifact, effectively

reversing the distortion. The pair of images can then be used to correct the distortion in

all diffusion images.

Motion correction

Motion correction has a crucial impact on the acquisition of various neuroimaging features.

However, it affects DWI and fMRI data slightly more than structural images due to the

nature of their acquisition. DWI and fMRI generate a series of 4D images over time,

whereas structural images typically consist of a single 3D image. In our discussion of

fMRI data analysis, we will delve deeper into the process of motion correction, as in DWI,
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motion correction is often combined with the correction of Eddy currents distortions (see

below).

Eddy currents distortions

Eddy currents are probably the most notorious artifacts related to DWI. They result

from the fast switching of the diffusion gradients and demonstrate as a shift between

individual images [43]. The correction algorithms use various approaches rooted in field

maps, model-driven approaches or image registration, the latter being the most popular

and implemented in the FSL software tool [43].

Gibbs-ringing artifacts

Gibbs ringing artifacts, occur due to errors in the reconstruction process when convert-

ing the analogue signal to a digital image [44]. Specifically, they affect high-frequency

components of the image, particularly at tissue boundaries or regions with sharp transi-

tions. As a result, spurious oscillations appear around the boundaries, giving rise to the

characteristic ringing appearance in the image.

3.2.2 Feature generation

The diffusion imaging data analysis was significantly transformed by introducing the dif-

fusion tensor model [45], [46]. In essence, the model assumes one dominant direction of

water molecules diffusion within each voxel, represented as a tensor. This tensor is effec-

tively a symmetric, positive-definite 3x3 matrix. Its eigenvalues represent the magnitude

or strength of diffusion, while the corresponding eigenvectors indicate the directionality.

Diffusivity measures

For practical purposes, it is often more convenient to describe the diffusion characteristics

of a voxel using a single value rather than an entire matrix, which is why the diffusion met-

rics were developed. The simplest measure is Mean Diffusivity (MD) which represents an

average magnitude of diffusion. It is computed as an average of all three eigenvalues (3.1)

and, because higher values indicate less constrained diffusion, can indicate structural

damage.

On the other hand, Fractional Anisotropy (FA) defines the degree of directionality

(anisotropy) of diffusion (3.2) [47]. The higher the FA, the more restricted the diffusion

in one direction. Unlike MD, the range of FA is restricted from zero to one, zero indicating

isotropy1.

1Isotropic movement of water is typical for CSF.
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Additional measures as Axial Diffusivity (AD) and Radial Diffusivity (RD), can further

complement the interpretation of MD and FA by providing specific directional information

about diffusion along and perpendicular to the fibre tracts, respectively.

MD(λ̂) =
λ1 + λ2 + λ3

3
(3.1)

FA =

√
3

2

√∑3
i (λi − λ̂)2
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i λ

2
i

(3.2)

Tract-based spatial statistics

The voxelwise fit of diffusion measures across white matter is a cornerstone of the most

notorious method for analysing diffusion data: Tract-based Spatial Statistics (TBSS) [48].

The TBSS routine consists of three steps, the purpose of which is to register all subjects

in the analysis into a common space and create a skeleton across which are the diffusivity

measures compared.

1. Registration – FA (or another diffusivity measure) images are non-linearly regis-

tered to the chosen template, usually FMRIB58 FA standard-space image.

2. Skeletonisation – The nonlinear registration is applied, each subject is registered

by affine registration to MNI152 space, and the mean skeletonised image is com-

puted.

3. Projection – The mean FA skeleton is thresholded, and FA maps of individual sub-

jects are projected onto the mean skeleton. The skeleton is then used for statistical

evaluation.

Structural connectivity

The last method for generating diffusion features we will discuss is Structural Connectivity

(SC). In this method, the structural connectivity of an individual’s brain is represented

as a symmetrical square matrix, where each row and column corresponds to a specific

Region of Interest (ROI). The matrix elements provide information about the connectivity

between different brain regions. To understand this method better, we need to explain

the technique called tractography.

Tractography is a method that traces the orientation of diffusion in neighbouring

voxels and connects them into tracts based on predefined criteria. These tracts can be

seen as a model representing the white matter pathways in the brain, and their accuracy

and complexity depend on various factors.
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There are two main approaches to conducting tractography: deterministic and prob-

abilistic [49]. In deterministic tractography, each voxel is assumed to have a single major

direction of white matter tracts. However, this assumption may oversimplify the problem

of fibre crossings, where multiple axon bundles pass through a voxel in different directions.

Deterministic tractography selects a dominant direction for each voxel and produces the

same result with each run.

On the other hand, probabilistic tractography assigns a probability to each direction

of white matter within a voxel. The algorithm traces connections multiple times, sam-

pling the probability at each voxel. This probabilistic approach is more computationally

demanding and may yield slightly different results for the same subject each time it runs.

Additionally, probabilistic tractography allows for more complex representations of dif-

fusion directions, such as the use of fibre orientation distribution functions estimated

using constrained spherical deconvolution [50], [51]. This technique involves deconvolving

the measured signal with a response function. The response function is estimated using

spherical basis functions, such as spherical harmonics, and it characterises the diffusion

properties of a single fibre. For this purpose, voxels that are assumed to only contain

axons aligned in a signal direction (usually, voxels in the corpus callosum or with high

FA values) are used. Subsequently, the diffusion data are deconvolved with the response

function, and the fibre orientation distribution function is obtained and refined using

regularisation techniques to enhance estimation accuracy.

The choice between deterministic and probabilistic tractography has been a subject of

debate, with arguments presented for each approach based on realism and suitability [49],

[52], [53]. Deterministic tractography is faster and can be used with lower-quality data,

but it simplifies the problem of crossing fibres. Despite being more computationally

intensive, probabilistic tractography considers the uncertainty of fibre orientations and

provides a more nuanced representation.

Regardless of the tractography approach, the process typically involves several steps:

1. Preprocessing – Denoising, unringing, motion and distortion correction, bias field

correction (for more detail, see previous section on preprocessing)

2. Brain-mask estimation

3. Estimation of diffusion orientation – In the simplest case, it can be fitting

a tensor to each voxel, or a) Response function estimation, b) Fibre orientation

distribution estimation.

4. Seeding and termination mask design – Ensures anatomical validity of the

reconstructed tracts. The tracts should start and end at a boundary between grey

and white matter or, in a small number of cases, between grey matter and CSF.
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5. Creating streamlines – Streamlines are created by connecting fibres in the neigh-

bouring voxels based on specific criteria. There are several tractography algorithms

available for each deterministic and probabilistic tractography. In case of a deeper

interest in these techniques, we refer the reader to the documentation of the MRtrix3

software [54].

6. Filtering streamlines (probabilistic tractography) – The tractogram is recur-

sively inspected, and possible faulty streamlines are discarded. Moreover, this step

ensures no disproportion in the thickness of long and short tracts or in regions of

crossing fibres [55].

7. Computing the SC martix – The structural connectivity can be defined in mul-

tiple ways depending on the preferences and research question. In the simplest case,

it could be the number of tracts between two regions. However, this measure can

sometimes be misleading and is often normalised by the size of the target regions,

length, or inverse length of the streamlines. Another possible characteristic is the

average of chosen diffusion metric along the fibres between the regions.

The elements of the structural connectivity matrix serve as features for subsequent

analysis. It’s important to note that, unlike TBSS, tractography takes place in the indi-

vidual space, with only the registration of structural images and atlases to diffusion data

for identifying individual grey-matter regions.

3.3 Functional magnetic resonance imaging

3.3.1 Preprocessing

The temporal nature of fMRI makes it an indispensable technique; however, it also intro-

duces movement artifacts, which can significantly affect the analysis. The preprocessing

depends partly on the experiment design, which generally falls into two categories: task-

based fMRI and resting-state fMRI (rs-fMRI). Task-based fMRI investigates the nature

and localisation of functional processes by having subjects perform specific tasks in the

scanner. At the same time, rs-fMRI measures brain activity when subjects are “resting”

in the scanner. In this thesis, we focus on resting-state fMRI and describe the processing

and feature generation process for this design (although the preprocessing steps overlap

between the two designs).

The decision to prioritise a resting-state design, both in this chapter and in the EEG

section, is rooted in the fundamental research question addressed in this thesis: Can we

relate cognitive or other clinical markers using neuroimaging data, even with limited or no
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prior knowledge of the disease or its effects? This question is deliberately broad because

there is currently a lack of well-established neuroimaging markers for most diseases and a

lack of markers that effectively connect the measured brain activity with specific clinical

markers of interest.

In such a context, relying solely on task-based designs would be constraining, as they

require prior knowledge of the disease and present challenges in achieving consistent mea-

surements across different scanning sites. Therefore, in this thesis, we opt for resting-state

studies, which offer greater flexibility in the range of questions we can explore, the fea-

tures we can generate, and the feasibility of conducting measurements across multiple

institutions.

Susceptibility distortion correction

Susceptibility distortion correction in fMRI is analogous to the process described in the

diffusion pipeline. However, since fMRI uses a different EPI sequence (gradient-echo)

compared to diffusion-weighted imaging (spin-echo), there are not only distortions but

also signal loss in specific regions near the sinuses. Similar to the diffusion step, it is

desirable to acquire gradient-echo field map images to compensate for these distortions.

Motion correction

Motion artifacts are the most challenging issue in fMRI data analysis. While changes

in BOLD signals are subtle, motion-induced changes are much more noticeable and can

lead to false positive results. The most common approach to address motion in fMRI

is to perform a series of registrations. Since the head only changes its position and

not its shape, a rigid body transformation is sufficient. All images are registered to a

specific reference image (e.g., the first, middle, or average image), generating a series of

displacement parameters for transformations. These parameters can be utilised to regress

out noise and identify outliers.

Slice timing correction

Neuroimaging data acquisition is conducted in the sequence of slices, capturing each slice

at slightly different time points. While this temporal variation may not be significant for

structural or diffusion data, it becomes critical for fMRI, which examines brain activity

and its interregional correlations. Correcting for the minor time delays between slice

acquisitions is essential to mitigate any potential biases arising during analysis.
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Smoothing

Spatial smoothing is a common step in most pipelines, aimed at increasing the signal-

to-noise ratio by averaging out noise. The size of the smoothing kernel is an arbitrary

parameter that needs to be chosen as a trade-off between noise reduction and information

loss. However, with advancements in data acquisition, this step is sometimes omitted.

Temporal filtering

Temporal filtering is a crucial step in both fMRI and EEG data analysis. Depending on

the frequency nature of the signal of interest, it is possible to filter out signals that are not

relevant, such as heartbeat or respiration. However, due to the low sampling frequency of

the fMRI time series (2 seconds), the removal of these artifacts is more challenging due

to aliasing. Nonetheless, methods that model physiological noise, mainly using general

linear models, exist and are often used for this purpose, sometimes in combination with

Independent Component Analysis (ICA) (see feature generation).

Intensity normalization

Intensity normalisation is a common step performed at the dataset level. It involves

multiplying each subject’s data by a scalar value to account for any between-subject dif-

ferences that could potentially decrease the statistical power of the analysis. Normalising

the intensities allows the data from different subjects to be more effectively compared and

analysed.

Registration

Registration involves both within-subject and between-subject stages. Within-subject

registration is particularly important as it aligns the structural and functional data, al-

lowing for the use of the high spatial precision of structural imaging when performing

tissue segmentation of fMRI. Since fMRI often focuses on studying the activity of grey

matter, accurate tissue segmentation is crucial for precise analysis.

Depending on the specific processing toolbox, registration between subjects may be

performed at the beginning or the end of the data processing pipeline. Comparably to

VBM or TBSS, inter-subject registration is used to ensure voxel-level comparability across

subjects for group-level testing.

3.3.2 Feature generation

Features derived from rs-fMRI usually quantify the activity of specific brain regions or

the relationships between different regions. The metric used can vary, although research
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shows that linear correlation is usually sufficient [56].

Amplitude of low-frequency fluctuations

The Amplitude of Low Frequency Fluctuations (ALFF) is a straightforward measure that

can be computed at various levels, ranging from individual voxels to ROIs [57]. The time

series of a voxel (or the average time series of an ROI) is first subjected to a band-pass filter

to isolate frequencies between 0.01 Hz and 0.1 Hz. The power of the frequency spectrum

within this range is then calculated and summed to obtain the ALFF value. To account

for inter-subject differences, the global ALFF mean often normalises the values. ALFF

changes have been observed in individuals with conditions such as schizophrenia [58],

mild cognitive impairment [59], and have even been indicative of treatment response in

depression [60].

Functional connectivity

Like structural connectivity, Functional Connectivity (FC) is represented by a symmetrical

square matrix, where each row and column correspond to a brain region, and the elements

represent the similarity measure of activity between regions.

The first step in the FC analysis involves selecting an atlas to parcellate the brain and

define regions. A representative time series for each region is computed by averaging the

time series of voxels within that region. These time series are preprocessed by detrending

and band-pass filtering, typically within the 0.009-0.08 Hz range. Finally, the preprocessed

time series are correlated using linear correlation, resulting in an FC matrix for each

individual.

A related concept is dynamical functional connectivity [61], where instead of computing

the FC matrix using the correlation of the entire acquired time series, the time series are

split into shorter segments. For each segment, a separate FC matrix is computed, yielding

a 4D dynamical connectivity matrix that enters the analysis.

Independent component analysis

ICA is a conceptual analogue of the Principal Component Analysis (PCA), but it is

based on different assumptions and mathematical principles [62], [63]. Although not

extensively used in this thesis, ICA is an important method in fMRI data analysis and

deserves a brief mention. Unlike PCA, where the independent components are designed

to be orthogonal to each other, the sources obtained through ICA are intended to be

statistically independent. Additionally, ICA does not aim to maximise the variance in

the first few sources but instead emphasises their separability. The result of ICA is
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a set of functional networks, which are spatial maps (equal to the number of sources)

representing regions whose activities are correlated over time. Currently, there are seven

well-established cortical networks: the default mode network, the salience network, the

limbic system, the dorsal attention network, the central executive network, the visual

system, and the sensorimotor network [64]. Depending on the desired number of sources,

these networks can be further divided into smaller networks. ICA is not only useful for

analysing brain activity but also for data preprocessing. By including more sources, some

can effectively model noise, which can then be regressed out of the data.

3.4 Electroencephalography

3.4.1 Preprocessing

EEG was developed as a non-invasive method for measuring electrical brain activity,

offering an exceptional temporal resolution that facilitates the removal of known sources

of bias (in contrast to fMRI), such as respiratory or cardiac interference. However, since

the signal is measured only from the scalp, EEG is prone to various artifacts related to

muscle movement and eye blinking that need to be corrected.

Similarly to fMRI, different study designs can be used in EEG experiments: task-based

designs focus on time-locked EEG activity, known as event-related potentials, and resting

designs. In this chapter, we will specifically discuss the preprocessing and analysis of the

resting design.

Downsampling

The sampling frequency of the EEG device can range from 250 to 1000 Hz. However, for

most research questions (unless studying high gamma activity), downsampling to 250 Hz

is usually sufficient but unnecessary.

Filtering

To remove artifacts, a combination of filters is typically applied depending on the analysis.

A high-pass filter around 0.5 or 0.1 Hz is commonly used to minimise slow drifts. In

comparison, a low-pass filter is applied to remove frequencies above 40 Hz (unless the

experiment focuses on a specific frequency band). Additionally, power line interference

caused by the alternating current is mitigated by applying a notch filter at 50 or 60 Hz.



36 CHAPTER 3. LABYRINTH OF PROCESSING

Channel inspection and interpolation

It is not uncommon for some electrodes to malfunction during EEG acquisition. This

can be due to poor initial electrode-skin contact, gradual detachment from the scalp, or

equipment malfunction. In such cases, the affected channel is excluded from the analy-

sis. If desired, its activity can be estimated by interpolating the time-series data from

neighbouring channels. When a significant number of channels are malfunctioning within

a time window, that part of the recording may need to be discarded.

Artifacts identification and removal

Although we introduced the ICA as a method for identifying brain networks, it can also

be effectively used for noise removal. By visually examining ICA components, channels

exhibiting noise characteristics can be identified and regressed out. A rule of thumb

is that components with time series spectra resembling a 1/f function are more likely

to represent relevant signals, while muscle artifacts typically exhibit increased power in

higher frequencies.

Rereferencing

The voltage measured in each EEG electrode is relative to a “reference electrode” chosen

beforehand. Common reference locations include earlobes or mastoids (a bone behind

the ear) due to their proximity to other electrodes and lower neural signal contamination.

During analysis, it is common to re-reference the signals to other electrodes or to the

average reference of all electrodes. The choice of the re-referencing method is extensively

discussed in the EEG community and can influence the results and their interpretation.

3.4.2 Feature generation

Similar to other modalities, EEG allows us to generate a wide range of features, which are

typically computed within specific frequency bands. Individual frequency bands play a

distinct role in brain functioning, and the significance of each band concerning cognitive,

motor, and resting processes is still an active area of research.

The main frequency bands and their associated characteristics are as follows:

• δ band (2-4 Hz): First reported by Walter in 1936, δ band is linked to deep sleep

and is prominent in infants up to one year of age [65].

• θ band (4-8 Hz): Is observed during deep sleep and is also associated with memory

processes [66].
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• α band (8-12 Hz): Was one of the first rhythms discovered by Berger when

he introduced EEG [67]. It has been linked to attention processes and sensory

stimulation.

• β activity (15-30 Hz): Is more prominent during sensorimotor processes than

during relaxed states [68]. It is high during postural maintenance and decreases

during movement periods [69].

• γ band (30-150 Hz): Requires high sampling frequencies for analysis. It involves

perception, attention, memory, and motor control [70].

Spectral power

The most straightforward feature to extract from EEG is the spectral power within each

frequency band. However, comparing power values between subjects can be challenging,

so it is common to use relative band power instead.

Complex EEG features

In this work, we will not focus on more complex EEG features, but it’s worth mention-

ing them briefly. Similarly to fMRI, EEG time series allow for functional connectivity

estimation.

However, the limitations in spatial precision lead to the problem referred to as the

volume conduction problem. The electrical signals from the brain travel through conduc-

tive tissues to reach the scalp, resulting in the same signal being detected by multiple

electrodes and causing a high correlation between neighbouring electrodes [71]. Vari-

ous approaches can be employed to address this issue, such as orthogonalising time series,

ICA, applying spatial filters, or applying source-separation techniques like Low-Resolution

Electromagnetic Tomography (LORETA), which generates a three-dimensional map rep-

resenting estimated neural activity across different brain regions [72].

Once the challenge of volume conduction is mitigated, measures quantifying the degree

of synchronisation between different brain areas can be computed, such as phase-locking

value, phase difference, or coherence [73].

3.5 Multimodality in neuroimaging analysis

Throughout this chapter, we have already touched upon the concept of multimodality

several times, but we haven’t discussed it in detail. We saw that in the case of both

DWI and fMRI, structural images play a role in the feature generation process. The high

spatial precision of structural images aids in subject registration and tissue segmentation
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of other lower-resolution modalities. This is already considered a form of modality fusion,

specifically an asymmetric fusion, where one modality is used to enhance or refine features

of another modality [74].

The advantages of multimodal analysis are increasingly apparent, although such stud-

ies remain less common compared to traditional unimodal analyses [75], [76]. Different

neuroimaging modalities capture distinct information, such as white matter integrity in

DWI and grey matter activity in fMRI. Combining these modalities gives us a more com-

prehensive understanding of neurobiological processes and their interactions. Moreover,

the higher temporal and spatial resolutions of specific modalities can enhance the analysis

of less precise modalities, improving localisation accuracy. Combining multiple modalities

also increases the signal-to-noise ratio, thereby enhancing sensitivity and specificity and

reducing noise.

However, there are significant challenges and reasons why multimodal analysis has not

yet gained widespread popularity, extending beyond the complexities of data acquisition.

In fact, coordinating data acquisition across different modalities can be time-consuming,

costly, and logistically challenging [77]. Variability in acquisition protocols, scanner dif-

ferences, and technical issues may introduce additional complexity and heterogeneity in

the data, making integration and analysis more challenging. Furthermore, integrating

data from multiple modalities is a complex task. As should be apparent from this and the

previous chapter, each modality has its specific preprocessing steps, artifacts, and sources

of noise. Aligning and combining data across modalities while maintaining the integrity

of each modality is technically demanding, requiring specialised skills and imposing a

substantial computational burden.

Additionally, a fundamental question arises regarding feature generation. Should fea-

tures be designed by combining modalities from the outset, or should they be designed

individually for each modality and combined in the analysis? These approaches are com-

monly referred to as data fusion and data integration, respectively.

Data integration

Data integration refers to the process of designing features individually for each modality

and merging them at the level of analysis, which is more convenient. The differences in

resolution, alignment, and information type among modalities can be quite significant, and

attempting voxel-level fusion can be challenging and impractical while designing features

separately offers flexibility. Additionally, the features are often designed at the ROI level,

which reduces the dimensionality of the problem. For example, the widely used JHU atlas

for white matter encompasses 48 regions, compared to the thousands of white matter

voxels. However, this convenience can also be a double-edged sword. Depending on the
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type of features, there may be an imbalance in the number of features per modality. For

instance, the dimensionality of region-wise FC features is formed by the upper triangle of

the FC matrix (in the case of standard Automated Anatomical Labelling (AAL) atlas with

90 regions, this results in 4,005 features), which has a significantly higher dimensionality

than region-wise white matter features. This inequality can pose problems that need to

be addressed during the analysis. Furthermore, when different brain atlases are used for

different modalities (which is standard practice, with separate atlases for the grey and

white matter), exploiting the underlying correlation structure of the data becomes more

challenging.

Data fusion

There are two main branches of data fusion approaches: symmetric and asymmetric.

In asymmetric fusion, one modality is used to enhance or refine features from another

modality, such as using structural connectivity to constrain functional connectivity. This

class also entails the most established multimodal pair of EEG and fMRI, where EEG is

commonly used to model the neurophysiological correlates of fMRI [78]. The family of

symmetric fusion approaches is larger and can be further divided into model-driven and

data-driven methods.

Model-driven approaches rely on prior knowledge or hypotheses about the relationships

between different brain regions. Examples of model-driven approaches include general

linear models, dynamical causal models [79], or structural equation models [80]. These

approaches reduce the dimensionality of the problem based on known relationships but

will miss discovering new connections or dependencies.

Data-driven approaches, on the other hand, are hypothesis-free and aim to discover

new relationships and dependencies between modalities. These approaches often rely

on techniques such as ICA, canonical correlation analysis, or partial least squares. They

mainly operate at the voxel level and seek to maximise the correlation between modalities,

uncovering shared information and patterns across subjects. It is not our objective, nor

is it necessary, to describe all the up-to-date algorithms designed to deal with the data-

driven multimodal fusion, so here, we will only briefly describe one for the reader to have

an idea about the general architecture of these methods.

Multimodal canonical correlation analysis involves first decomposing both modalities

using methods like linear mixing models, PCA, or ICA [81]. The decomposition captures

the main variance of each modality into a smaller number of features. Subsequently,

the subject loadings are transformed using canonical correlation, which decomposes each

matrix of loadings into components and mixing profiles (also referred to as canonical vari-

ates), describing the amount of each component in a subject. The correlation between
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canonical variates identifies similar component profiles across subjects, creating a new

set of features for analysis. Although this approach can enhance the signal-to-noise ra-

tio, it may not fully utilise the multivariate data distribution. Handling more than two

modalities and addressing mutual dependencies can be challenging.

Nevertheless, data fusion methods offer a valuable framework for integrating mul-

timodal information and can be beneficial in multimodal neuroimaging analysis. It is

necessary to mention that while this approach can effectively increase the signal-to-noise

ratio, it may not fully exploit the multivariate distribution of the data. Additionally,

extending these methods to more than two modalities and solving with mutual depen-

dencies pose challenges. Nonetheless, data fusion methods provide a valuable framework

for integrating multimodal information and can be useful in multimodal neuroimaging

analysis.

Finally, a reader oriented in ML might be missing a significant branch of method in

this chapter. Indeed, it is possible to attempt multimodal fusion also using deep learning

methods [82]. However, because these approaches make it challenging and redundant to

distinguish between the feature extraction stage and the classification or prediction stage,

this topic will be addressed in the following chapter.



Chapter 4

Neuroimaging data analysis

In the preceding chapters, our focus has mostly been on elucidating the intricacies and

techniques involved in acquiring and generating neuroimaging features. Here, we focus

on analysing the data, providing an overview of the methods for assessing hypotheses

and drawing meaningful conclusions. Initially, we will take a step back and explore

the historical backdrop of neuroimaging data analysis, tracing its evolution over time,

while in later sections, we will discuss the cutting-edge approaches used in contemporary

neuroimaging research.

4.1 A brief history of the neuroimaging data analysis

As we find ourselves in the midst of the 21st century, scientific research has taken on

a new dimension, particularly in the data-oriented branches. In these fields, the ability

to master machine learning techniques has become almost synonymous with conducting

scientific research. However, the allure of deep-learning methods has led us to sometimes

overlook or disregard the (arguably) more rigorous statistical methods that precede these

approaches. Therefore, it is important to review and reflect on the most pertinent ideas

that have significantly impacted the field of neuroimaging data analysis.

In the early days of neuroscience, the predominant theory of functional processes in

the brain was based on the concept of cerebral localisation, which had gained scientific

support in the 19th century. This idea proposed that specific cognitive functions or

behaviours were associated with particular regions of the brain. While ancient Greek

philosophers first postulated that the brain was the seat of intelligence and sensation, it

was not until the work of Paul Broca, a French physician, that the concept of cerebral

localisation gained scientific grounding. Broca conducted post-mortem studies on the

brains of patients with language impairments and identified an area in the left frontal

lobe, now known as Broca’s area, which, when damaged, caused speech difficulties [2].

41
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The discovery was soon followed by the reports of Carl Wernicke, a German neurol-

ogist, who claimed to have identified an area of the brain responsible for understanding

language – a posterior portion of the left temporal lobe [3]. These findings led to a surge

of interest in the spatial localisation of brain functions during the 19th and 20th centuries.

Many notable researchers made important contributions to this area, including Korbinian

Brodmann, a German neurologist who believed that areas of unique cellular organisation

would also be functionally specialised. As a result, he proposed a classification system

for brain areas based on their unique cellular organization [83]. His maps, delineating 52

distinct brain regions, are still widely used today and considered the lingua franca for

cortical localisation.

As non-invasive technology to study the brain became available, early computational

methods focused on identifying anatomical areas involved in specific functions or under-

going particular changes. At the end of the 20th century, the natural choice of tools

to analyse the data was rooted in classical statistics, which dominated the first half of

the 20th century and became established in several fields, including psychology [84]–[86].

Probably the most notorious framework that leveraged classical statistics and is still used

today was Statistical Parametric Mapping (SPM), introduced by Karl Friston in 1994 [87].

SPM implemented General Linear Models (GLM) for mass univariate testing, where sta-

tistical tests were conducted separately for each voxel in the brain to determine significant

effects. This approach has multiple advantages as it is easy to understand and deploy,

it is designed to localise an effect, and, compared to more sophisticated methods, it is

interpretable.

Over time, the concept of functional localisation in the brain has faced growing

scrutiny, challenging the notion that specific functions can be attributed to a single brain

region [88]. What was once considered a fact started to appear more like wishful thinking

among neuroscientists. Even Wernicke’s groundbreaking report on speech comprehension

has encountered significant challenges. It is now recognised that language comprehension

involves a two-stage process [89], [90].

In the first stage, known as phoneme discrimination, we distinguish between the sounds

of different words, such as “mad” and “sad”. This initial stage intuitively involves the

cortical auditory network, where the actual meaning of words or phonemes is irrelevant.

The second stage, where meaning is assigned to words, is a separate process often called

the “concept field”. Therefore, it is overly simplistic to perceive speech recognition as

a single process with distinct localization [88]1. By the early 2000s, the neuroscience

community recognised that “Our brain is a network, and consists of spatially distributed,

but functionally linked regions that continuously share information with each other.” [91].

1Wernicke originally suggested this distinction; however, it was largely disregarded.
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This perspective does not conflict with the theory of cerebral localisation, as highly spe-

cialised regions such as the visual or motor cortex exist. However, it expands upon this

theory by acknowledging that these regions work collaboratively in a distributed man-

ner to support various cognitive functions. The relationship between specialisation and

distributed processing is not a simple dichotomy but a combination of both, exhibiting

different degrees of specialisation and integration depending on the specific task.

Once acknowledging these new findings, the methodological limitations of GLM started

to become apparent. It has been argued that GLM oversimplifies brain activity by testing

each voxel separately, particularly in fMRI analysis [92]. Furthermore, the large number

of tests inevitably leads to a high rate of false positive findings, although efforts such

as the Threshold-free Cluster Enhancement (TFCE) correction have been developed to

mitigate this issue [93].

Gradually, the field underwent a philosophical shift regarding the goals of neuroimag-

ing data analysis. Instead of only assessing the existence of an effect, the focus shifted

to predicting performance and generalising to out-of-sample data. Rather than conduct-

ing group-wise analyses, the applicability of models to single observations became desir-

able [94]. In other words, classical statistical tools were no longer sufficient, and statistical

learning methods began to find their way into the field [95]. This marks the starting point

for the subsequent sections of this chapter, where we will review influential approaches

that have shaped the field since the 2000s.

4.2 Machine learning in neuroimaging – what to ex-

pect

This thesis aims to explore and develop analytical pipelines that can effectively classify

and predict individual-level information from neuroimaging data, preferably integrating

multiple modalities. In the existing literature, this task is often called the “identification of

neuroimaging biomarkers” or “neuroimaging fingerprinting”. This terminology correctly

suggests that we aim to identify features derived from neuroimaging data that can provide

insights into the clinical condition of the individuals being studied.

A biomarker is defined as a “characteristic that is objectively measured and evaluated

as an indicator of normal biological processes, pathogenic processes, or pharmacologic

responses to a therapeutic intervention” [96]. Thus, the intention behind biomarkers is to

obtain an unbiased and objective measure of the brain’s condition. This is particularly

relevant in psychiatric disorders, which are currently diagnosed only through subjective

oral interviews that can be prone to biases. By using neuroimaging-based measures,

we aim to complement or potentially improve the diagnostic process for these disorders.
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However, biomarkers also hold value in neurological diseases, where having an objective

assessment of the brain’s state can inform treatment planning and provide insights into

the expected longitudinal changes in patients.

Unfortunately, the conventional statistical approaches employed in biomarker design

have certain limitations. Primarily focused on detecting significant differences between

groups, classical statistics operates under the assumption that the group sample ade-

quately represents the entire population. Consequently, the entire sample is often used

to test hypotheses, assuming the results can be generalised. However, the absence of a

well-defined hypothesis poses a challenge in biomarker discovery.

The process of biomarker identification is multi-staged, requiring the initial identifi-

cation of patterns that meet the biomarker criteria, followed by an assessment of their

generalisability. Neuroimaging data, coupled with the exploratory nature of the analysis,

exacerbates the issue of dimensionality, while the sheer number of statistical tests con-

ducted further compounds the problem. Traditional statistical tools struggle to address

these challenges effectively.

However, in a different scientific niche, pattern recognition methods have emerged

alongside statistics and are better equipped to handle exploratory analysis followed by

validation. Leveraging the strengths of pattern recognition, we can overcome the limita-

tions of classical statistics in biomarker discovery. Nevertheless, it is crucial to emphasise

that these approaches are not intended to uncover the underlying mechanisms of the dis-

ease. They do not explain why and how the disease emerges or elucidate the mechanisms

responsible for its progression. Instead, they serve as accurate “snapshots” of the brain’s

state, often without a specific hypothesis, which are then correlated with clinical variables.

4.3 The curse of dimensionality

One of the core problems related to neuroimaging data analysis, particularly in developing

biomarkers, is the curse of dimensionality [97]. Due to the limited size of participants in

many neuroimaging studies, there is a significant risk of overfitting when conducting

exploratory analyses. Therefore, it is crucial to reduce the dimensionality of the problem

as much as possible before the model-fitting stage of the analysis.

As discussed in the previous chapter, various strategies can be employed to tackle

this issue. One approach is to generate features at different levels of resolution. For

example, instead of considering every individual voxel in the brain, using a brain atlas

can provide a lower-resolution solution that reduces the dimensionality. Additionally,

leveraging domain knowledge can guide the selection of specific modalities or regions of

the brain that are expected to be more impacted by the disease. Although this approach
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is less common in the search for biomarkers of psychiatric diseases, it can be valuable in

studies of neurodegenerative disorders.

Even after implementing these initial strategies, performing a separate dimensional-

ity reduction step may still be necessary. There are different families of dimensionality

reduction techniques, which can generally be divided into two categories: unsupervised

and supervised methods [98]. Unsupervised techniques, such as PCA or ICA, aim to cap-

ture the inherent structure and patterns within the data without prior knowledge of class

labels. On the other hand, supervised techniques, such as t-tests or regularisation meth-

ods, consider the class labels or outcome variables to guide the dimensionality reduction

process.

Supervised dimensionality reduction

In supervised approaches, the objective is to determine the “usefulness” of features in

terms of their ability to discriminate between groups or predict a specific outcome. That

means that the algorithm optimises with respect to the data labels. Although these

approaches can be powerful, proper nested cross-validation is crucial to prevent data

leakage and double dipping. Mwangi categorises these approaches into three families:

filter, wrapper, and embedded methods [98].

Filter methods

Filter methods are typically one-dimensional tests that assess whether a feature can ef-

fectively discriminate. Examples include t-tests, Analysis of Variance (ANOVA), Fisher

score, or Pearson correlation coefficient. These methods select a limited number of the

most significant features to include in the model. Their main advantage is their speed, sim-

plicity, and interpretability, which are particularly valuable for biomarkers. However, con-

ducting numerous tests increases the risk of false positives, which must be reflected in the

threshold. Additionally, independent feature selection may lead to significant collinearity

issues between selected features, posing challenges for certain classification and prediction

algorithms.

Wrapper methods

Wrapper methods, such as recursive feature elimination or addition, consider the interac-

tion between variables by selectively eliminating or adding features based on predefined

criteria. In recursive feature elimination, the model is initially trained using all features,

which are then ranked by their relevance in the model. At the end of an iteration, a per-

centage of the least influential features is discarded. The loop continues by fitting smaller
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models and discarding more features until the stopping criterion is met. Unlike the previ-

ous family of methods, recursive methods incorporate feature interplay while maintaining

interpretability, however, they can be computationally expensive, and the selected fea-

tures may be unstable. This issue is usually addressed by constructing consensus maps

describing the frequency of different features being chosen for the final model.

Embedded methods

Embedded methods refer to regularisation techniques, such as the Least Absolute Shrink-

age and Selection Operator (LASSO) or elastic net. These methods optimise model co-

efficients to prevent overfitting by setting the coefficients of insignificant features to zero.

However, LASSO may arbitrarily select a feature when dealing with correlated variables,

leading to instability. Additionally, fit problems may arise when there is a large dispro-

portion between the number of subjects and the feature dimension. The elastic net was

designed to address these limitations, however, at the cost of adding a hyperparameter

regulating the balance between LASSO and ridge penalty.

Partial least squares correlation also belongs to the family of embedded methods. Un-

like the previous approaches, it does not use the subset of the original features. However,

combining PCA and linear regression identifies latent variables, which capture the max-

imum covariance between a feature set and labels. Partial least squares correlation may

be very efficient also in multimodal fusion. However, it is prone to outliers and overfitting

and loses interpretability.

Unsupervised dimensionality reduction

Unsupervised dimensionality reduction algorithms offer robustness by not relying on data

labels, although they may require larger datasets to identify underlying patterns accu-

rately. PCA and ICA are common representatives of this class. PCA utilises singular value

decomposition to transform the feature matrix into a new representation, where each col-

umn is a linear combination of the original columns, capturing most of the dataset’s vari-

ation in the first few components. Additionally, the new feature vectors are orthogonal,

which resolves issues of intercorrelation but sacrifices interpretability. ICA is akin to PCA

and is frequently employed for extracting functional networks from fMRI or EEG data (see

the previous chapter). Some researchers favour non-negative matrix factorisation as an

alternative to PCA, which ensures non-negative components for improved interpretability

[99]. However, this method requires non-negative values in the original feature matrix,

posing challenges when analysing functional connectivity data, which include correlations

with values ranging from -1 to 1 and are incompatible with non-negativity constraints.
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In conclusion, due to the nature of neuroimaging data, the dimensionality reduction

step can not be overlooked. Each method has its advantages and disadvantages, which

need to be carefully considered based on the specific goals of the analysis. Decomposition-

based methods are often effective in reducing dimensionality but can sacrifice interpretabil-

ity. Conversely, feature selection methods may encounter instability issues due to the

selection process or intercorrelation among features and can be computationally demand-

ing.

4.4 A roadmap of models

The first step in algorithm selection is defining the specific task. It can generally be

categorised as a classification or prediction task. Classification task involves the dis-

crimination between different groups, such as patients and controls or distinct disease

phenotypes. The prediction task aims to establish relationships between neuroimaging

features and clinical scales. In some instances, there may be a third type of task, focusing

on identifying new disease phenotypes using unsupervised clustering methods.

Classification tasks are typically considered relatively straightforward, aiming to detect

differences between healthy individuals and patients. Often, this is only an initial step

in the analytical pipeline, which serves to demonstrate the presence of discernible group

differences, which is then followed by the more challenging task of predicting clinical

scores. However, prediction tasks come with their own challenges, as clinical scores are

often disease-specific and thus only available for patients, resulting in a smaller dataset

for learning. Furthermore, the reliability of clinical measures can introduce uncertainties

when used as the gold standard for modelling neuroimaging features [100].

The amount of available data is another critical factor to consider when selecting

an algorithm. Data scarcity remains a bottleneck in using machine learning methods

for neuroimaging data analysis. Studies have consistently shown a negative correlation

between algorithm accuracy and sample size, suggesting that classifiers tend to perform

worse with larger datasets [101]–[103]. This raises concerns regarding the generalisability

of neuroimaging findings, underscores the risks of overfitting small datasets, and highlights

the influence of scanner and site effects.

Lastly, the level of interpretability desired from the algorithm should also be taken into

account. Simpler approaches tend to offer greater interpretability, although it is important

to note that even these methods do not provide a comprehensive understanding of the

underlying disease mechanisms. Nonetheless, the ability to formulate rules or identify

features that contribute to successful classification can be advantageous when seeking

insights into the analysis results.
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Logistic regression

Logistic regression is a simple yet widely used classifier in neuroimaging data analysis. It

models a linear combination of features and fits the binary data using maximum likelihood

estimation with a log-link function. The resulting probabilities indicate the likelihood of

each observation belonging to a specific class. During the validation process, a threshold

is determined to classify unseen data based on these probabilities. Logistic regression is

transparent, interpretable, and can be extended to classify into multiple classes. However,

it may struggle with high-dimensional data. It has been successfully applied in various

neuroimaging studies [102], [104]–[107], and its generalisation for prediction purposes is a

well-known linear regression.

Linear discriminant analysis

Linear discriminant analysis is another popular method, which may be viewed as a super-

vised version of PCA. It can also serve as a dimensionality reduction technique. Under

the assumptions of equal covariances and linear separability, it uses singular value de-

composition to find a low-dimensional boundary that separates the classes. While linear

discriminant analysis is effective due to its use of singular value decomposition, it sacri-

fices interpretability and has relatively strong assumptions. Its extension for prediction is

quadratic discriminant analysis, but it did not gain widespread popularity in neuroimag-

ing.

Support vector machines

Support Vector Machines (SVM) have been extensively used in neuroimaging studies,

with over 70 out of 116 reviewed studies employing this method in 2015 [102]. SVM

is advertised as particularly suitable for handling high-dimensional data with a large

feature-to-sample ratio, which also offers a favourable balance between performance and

the number of hyperparameters to tune. The algorithm constructs a boundary between

classes based on extreme examples, known as support vectors, determined by regularisa-

tion criteria. Moreover, by employing kernel functions, the complexity of the boundary

can be upgraded from linear to nonlinear. SVM provides some level of interpretability,

but only to the extent where the samples used for constructing the boundary can be iden-

tified. Additionally, an extension of SVM called Support Vector Regression (SVR) exists

for prediction purposes.
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Decision trees

Decision trees are algorithms that recursively split data into smaller groups, optimising

for the homogeneity of subgroups or, in the case of regression, the variance of the target

variable. This approach is interpretable but prone to overfitting, especially with deep and

complex trees. However, measures can be taken to mitigate this risk. Although individual

decision trees are not extensively used in neuroimaging data analysis, ensemble methods

based on decision trees have gained popularity in specific domains such as Alzheimer’s

disease [108]. A representative of an ensemble method are random forests, which construct

multiple decision trees on bootstrapped subsamples of data and make predictions by

majority voting. Alternatively, gradient boosting sequentially constructs decision trees to

correct the mistakes of previous trees.

Multilayer perceptron

The multilayer perceptron is a fully connected feed-forward neural network, which opened

the door for deep learning approaches in neuroimaging [109]. It consists of artificial

neurons sorted into layers, aligned horizontally, where each neuron of the previous layer

is connected to all neurons of the following layer. Thus the input to any neuron in a

second layer is a weighted sum of the inputs from all neurons from the first layer. The

weighting is unique for each connection and is tuned during learning. Similarly to a

biological neuron, the neuron only passes information or “fires”, if the input surpasses a

threshold determined by an activation function. The first layer consists of input features,

while the last one contains the number of neurons identical to the number of final classes.

The number of hidden layers and units within them is arbitrary and can be tuned. Once

the number of hidden layers is more than one, the neural network is called deep. Training

a multilayer perceptron involves initialising the connection weights, feeding the network

with random subsamples of data, evaluating the results, and updating the weights using

the backpropagation algorithm. This process iterates until the desired performance or a

specific number of learning rounds is achieved.

Neural networks, including multilayer perceptrons, are able to learn complex non-

linear functions and can achieve remarkable performance given sufficient training data.

They have shown success in applications such as glioma detection, although they have not

significantly outperformed simpler methods [110]. However, their use in disease classifica-

tion and outcome prediction is challenging. Especially psychiatric diseases often exhibit

subtle differences between patients and controls, requiring even larger training datasets,

which can be limiting for many researchers. Furthermore, achieving reliable performance

requires tuning thousands of hyperparameters without overfitting.
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Convolutional neural networks

Convolutional Neural Networks (CNNs) address the challenge of tuning numerous hyper-

parameters in fully connected networks. Initially developed for 2D image analysis, CNNs

can be extended to analyse 3D structures suitable for neuroimaging data analysis. The

input image is convolved with a set of kernels, sliding across the image to extract local

dependencies and generate feature maps. Subsequently, subsampling is often performed

to reduce the dimensionality of the feature maps, followed by additional rounds of convo-

lutions and subsampling. Fully connected layers and a classification/prediction layer are

typically included at the end of the network structure. Compared to multilayer percep-

trons, CNNs have fewer parameters to tune due to the smaller size and stationary nature

of the kernels.

While 2D CNNs have been previously used in neuroimaging research, a systematic re-

view indicates that 3D networks outperform them [111]. However, despite the advantage

of 3D networks, voxel-level SVMs still demonstrated comparable performance. Addition-

ally, the review revealed instances of data leakage resulting from improper neural network

implementations, emphasising the need for meticulous handling of such issues in any

methodology, particularly in these advanced approaches.

The superiority of 3D networks over 2D is reasonably intuitive. In the 2D approach, a

single slice of the brain is fed into the network’s initial layer, requiring the network to either

diagnose a disease based on a single slice or handle slices from different brain regions. In

contrast, 3D net captures spatial dependencies but faces computational challenges when

dealing with whole-brain inputs consisting of hundreds of slices. A possible solution to

reduce computational requirements could be subsampling but at the risk of sacrificing

information and precision.

Autoencoders

Autoencoders are a specific feed-forward network designed to learn a low-dimensional

representation of the data rather than classification or prediction. They serve as di-

mensionality reduction techniques and are often integrated into larger AI frameworks.

Autoencoders have input and output layers of the same dimension, with the hidden lay-

ers containing a decreasing number of neurons in the encoder section, minimising input

dimensionality. The decoder section then reconstructs the original image, gradually in-

creasing the number of neurons in the hidden layers. Various forms of autoencoders,

including denoising, sparse, or convolutional autoencoders, emphasise different properties

of the data [82].
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Generative adversarial networks

Generative adversarial networks consist of two competing network blocks: the generator

and the discriminator. The generator aims to produce realistic features, while the dis-

criminator attempts to distinguish between true and generated feature vectors. Through-

out the learning process, the generator improves its ability to produce realistic features,

while the discriminator enhances its discriminatory capabilities [112]. Depending on their

implementation and purpose, these networks can be supervised, semi-supervised, or un-

supervised. When combined with a classifier, generative adversarial networks have been

successful in classification tasks related to Alzheimer’s disease, tumour detection, and

simulating longitudinal brain aging [113]–[116]. These networks share disadvantages with

other deep learning approaches: they require substantial amounts of data, which makes

them primarily applicable to structural images, the most prevalent neuroimaging modality.

In summary, a wide range of algorithms from classical statistics, ML, and ML are suitable

for neuroimaging data analysis. However, before choosing the “favourite” algorithm, it is

necessary to recognise the implications of the “no free lunch” theorem, which reminds us

that there is no one-size-fits-all algorithm that performs optimally for all problems [117].

In fact, the choice of the algorithm should consider various factors, including the specific

characteristics of the data, the desired interpretability of the results, and the goals of the

analysis. It is crucial to be aware of available options to avoid excessive dependence on a

single method, enabling informed decision-making.
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Chapter 5

The battle against confounders

In the previous chapters, we have dissected the steps involved in neuroimaging data

analysis. However, it is important to recognise that additional factors come into play and

complicate the analysis. One such underestimated factor is the presence of confounders.

Confounders refer to features or effects that are correlated with the outcome but are

unrelated to the effect being studied. Common examples include age, sex, and scanner

effects. For instance, when examining the effect of stroke on cognition, we are interested in

the impact beyond the natural cognitive decline associated with age. Failure to account

for confounders can lead to dramatically different results [118], [119], as discussed in the

second original article [120]. Therefore, it is crucial to address this issue appropriately.

5.1 Confounded

One straightforward approach to address confounders is to transform the original variable

in a way that counters their influence. For example, regional volumes differ systematically

between men and women due to differences in intracranial volume. Normalising the

regional volumes by the intracranial volume represents the information as a fraction,

effectively eliminating this bias. However, this approach is applicable only in specific and

relatively trivial situations.

Another option is to include the confounder as a covariate in the analysis. Ideally, the

variability in the target variable associated with the confounder will be accounted for by

including it as a covariate, thereby eliminating its effect. However, complications can arise

when there are strong intercorrelations among explanatory variables. If the confounder

substantially impacts other explanatory variables, computational instability may occur,

leading to erroneous associations.

A more drastic solution is to “regress out” the confounder. This involves two stages:

First, the target variable is modelled as a function of the confounder, and the model is
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fitted to obtain residuals. These residuals are then used as a new target variable for

subsequent analysis. The same procedure is applied to the explanatory variables. While

this approach effectively removes the confounder’s influence, it can be overly aggressive

and eliminate the very effect of interest if it is strongly associated with the confounder.

All of the aforementioned approaches for handling confounders are in use because

they are conceptually understandable and can be integrated into the analytical pipeline.

However, it is important to nest the control for variables within the validation cycle and

perform it individually for each fold before training the classifier, which is sometimes

disregarded [121]. However, a new approach to confounder control has recently emerged,

which we will explore in the following section.

5.2 Normative modelling

With the explosion of available neuroimaging datasets, a new area of research known as

“brain-age” studies has emerged. These studies aim to map the healthy development

of the brain across the lifespan [118]. The idea behind the brain-age estimation is to

compare an individual’s brain to the expected brain development at their age, providing

information on whether it appears older or younger than expected. However, the clinical

benefits of this information have remained uncertain for some time.

One particular branch of brain-age research, known as normative modelling, has taken

an interesting perspective on using large cohorts of healthy individuals [122], [123]. Nor-

mative modelling involves constructing a model of the brain (or, more specifically, brain-

derived features), typically derived from neuroimaging data, as a function of clinical fea-

tures such as age, sex, and scanning site. Various statistical methods, including hierar-

chical Bayesian regression and generalised additive models, are then used to fit the model

to a reference cohort. Subsequently, the model is applied to new data of interest, often

from patients, projecting their data onto the model [124]–[126]. The crucial output of

this modelling process is not a direct prediction for each subject but rather the subject’s

position relative to the reference population, typically expressed as a z-score. By defi-

nition, the z-score combines the information about prediction with the prediction of the

average subject, normalised by the population spread, thus allowing for the inter-subject

comparison.

As outlined above, the essential part of normative modelling is a pool of healthy sub-

jects, ideally uniformly distributed across age and sex, to reflect population distribution

accurately. However, the access either to data or computational power to estimate these

models may be limited for some researchers. Thus, having access to accurate pre-trained

models, which may be adjusted for local samples, is necessary. Recently, some types
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of pre-trained normative models were published and are now available for widespread

use [127].

The deployment of pre-trained models has three stages. First, local data is prepro-

cessed, preferably in line with the preprocessing applied to the original data the model

was trained for. In the second phase, the model is adjusted for the local scanning site

using a set of healthy controls’ data. Finally, after the adjusting, new subjects’ data are

projected into the model space, and z-scores are obtained. The z-scores may be further

used as new features for machine learning purposes or evaluated directly by, i.e. counting

the number of subjects with extreme deviations.

Normative models have already found applications in various settings, providing valu-

able insights into the individual neuroanatomy of diseases such as Alzheimer’s, schizophre-

nia, autism, and other neurological and mental disorders [123], [128]–[130].

Despite the demonstrated usefulness of normative models, there is still much room for

improvement and further exploration. For instance, an extension of pre-trained models

for longitudinal neuroimaging datasets has been lacking, which will be the focus of the

final original chapter of this thesis.
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Chapter 6

Review and replicate – a tale of sex

and (EEG) power

6.1 Disclaimer

An original version of this work was accepted and published as an article in Frontiers in

Neuroscience on the 27th of October 2020, under the title: Predicting Sex From EEG:

Validity and Generalizability of Deep-Learning-Based Interpretable Classifier [131]. I

would like to express my gratitude to my coauthors: Martin Brunovský, Martin Bareš,

and Jaroslav Hlinka.

6.2 Introduction

In the introductory chapters, we dissected the plethora of classifiers used to analyse neu-

roimaging data and answer the question about the (non)existence of differences between

clinical groups. The first original work of this thesis very much follows this narrative, al-

beit with a small spin on how we pose our question. First, we shall look for differences, not

between diseased and healthy (as usual) but between males and females suffering from the

same condition – clinical depression. Furthermore, unlike most to-date exploratory ML

approaches, this work is hypothesis-driven because it is, to a degree, a replication study.

Indeed, the poor reproducibility and generalisability of ML models have been denoted as

the most significant pitfalls of ML [5], [132], which is one of the reasons we decided to

conduct this study.

In 2018, van Putten et al. constructed a deep CNN to predict biological sex, analysing

1,308 clinical EEG recordings of healthy patients, with a reported accuracy of 81% [133].

To provide more insight, the authors performed a visualisation and analysis of the filters

of all six convolutional layers of the network, discovering that the algorithm classified
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preferably using the beta-band-derived features. In a subsequent step, they performed

multivariate logistic regression using only the beta power from all channels and reached an

accuracy of 70%. To the best of our knowledge, at the point of conducting this research,

the report of Putten et al. was the only successful attempt to automatically discriminate

biological sex from clinical quality EEG data.

Moreover, the beta activity being a biomarker of biological sex may appear as an

inconsequential finding per se, if reproducible, it would point to potentially relevant bio-

logical sex-related differences in the processes generating the EEG signal. Understanding

sex-related differences in EEG is important for quantitative EEG assessment in both re-

search and clinical practice. To check this theory, one may also expect this difference to

hold in patients with neurological or psychiatric disorders.

We consequently decided to examine this finding on patients suffering from a major

depressive disorder. Major depressive disorder is a psychiatric condition that has been

known for the alteration of the wake and sleep EEG patterns [134], [135], comprehensively

summarised by [135]. They include relatively inconsistent reports of alpha asymmetry,

elevated absolute and relative alpha activity, and further changes in the slow-wave activ-

ity. While the EEG changes in depression could, in principle, affect the accuracy of sex

classification, the reports of alteration of the beta activity are relatively sparse. However,

some authors indicated increased beta activity [136], [137].

Broader research has been done on identifying EEG activity alterations following the

major depressive disorder treatment. There is evidence that antidepressant treatment

changes the EEG patterns to an extent making the outcome of the treatment partially

predictable [138]. As a change of pattern could negatively affect the performance of a

biomarker, we decided to assess the performance of the beta-power independently for the

EEG data acquired before and after antidepressant treatment.

Here, we present an independent validation of the interpretable hypothesis formed

by [133] based on their deep network analysis of EEG data. Moreover, we construct

univariate and multivariate families of classifiers based on the EEG beta-band power to

assess the discriminative power of beta-power in EEG as a sex biomarker in a sample of

patients suffering from a major depressive disorder. In order to control for the effect of

treatment, we investigate the classification accuracy before and after the intervention.

6.3 Materials and methods

Participants

A total of 144 participants with major depressive disorder were recruited. For details of

the sample and recruitment criteria, see previous full reports of the clinical analysis [139]–
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[141]. The patients received four weeks of antidepressant treatment based on the decision

of the psychiatrist. The distribution of treatments in the study was as follows: serotonin-

norepinephrine reuptake inhibitors (53 patients); transcranial direct current stimulation

(21 patients); repetitive transcranial magnetic stimulation (16 patients); selective sero-

tonin reuptake inhibitors (16 patients); norepinephrine-dopamine reuptake inhibitors (11

patients); and other treatment (17 patients). Upon the initial preprocessing, we excluded

ten patients due to technical difficulties with the EEG recordings; in six subjects, the

recordings were distorted and not readable, and in four subjects, the recordings of three

or more channels were silent. This resulted in the dataset of 134 patients (93 women)

with a mean age of 46 years (std = 11.7, min = 18, max = 65). Every participant was

recorded twice, before and after the treatment. Prior to the study, the patients were

informed about the design of the study, and each participant provided his/her informed

consent. The study was approved by the ethical committee of the Prague Psychiatric Cen-

tre/National Institute of Mental Health. The design and all procedures adhered to the

latest version of the Declaration of Helsinki and ICH/Good Clinical Practice guidelines.

Data acquisition

We worked with 19 standard electrode positions that were common in all patients (while

discarding from analysis any additional contacts available only in a subset of patients):

Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz, and Pz. The

EEG was recorded for 10 minutes in a sound-attenuated room with subdued lighting, with

patients in a semirecumbent position and eyes closed in a maximally alert state. During

the recording, the alertness was controlled. If the patterns of drowsiness appeared in the

EEG, the subjects were aroused by acoustic stimuli.

Data processing

We adopted the EEGLab MATLAB toolbox for data processing. The cleaning process

was inspired by the PREP pipeline [142], [143]. At first, the EEG was downsampled to

250 Hz. The initial and last 30 seconds of the recording were removed. Subsequently,

the clean rawdata function was used. The function performs multiple operations: 1)

Removes channels that have been flat for over five seconds. 2) Applies a high-pass filter

with 0.5 Hz cutoff frequency (transition width of the IIR filter: 0.25, 0.75). 3) Rejects

the channels correlated with the neighbouring channels less than a threshold (correlation

threshold = 0.75). 4) Removes the bursts via Artifact subspace reconstruction – applies

PCA decomposition to the channels in sliding window and rejects and reconstructs the

components for which the standard deviation differs from the most representative part of

the signal. The standard deviation threshold was set at 5 [144], [145]. 5) Removes the
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unrepaired windows – a sliding window of one second and 66% overlap deletes the windows

containing more than four “bad channels”. The removed channels were interpolated using

spherical interpolation. Finally, the data were re-referenced to average reference, and a

low-pass FIR filter was applied with a 40 Hz threshold. For each channel, the relative

β band power was computed by dividing the power in the β frequency range [12-25 Hz]

by the sum of the power in the four key frequency bands used in the original study (δ

[0.5-4 Hz], θ [4-8 Hz], α [8-12 Hz], and β [12-25 Hz]).

Analysis

In order to test the presence of global beta power differences, we conducted a nonpara-

metric Wilcoxon two-sample test on the mean relative beta-band power (i.e., averaged

across all electrodes). We subsequently repeated the test to assess the differences in each

individual electrode and corrected for multiple testing using Bonferroni correction. To

assess the classification power of the mean relative beta power, we performed logistic

regression on this feature and constructed the Receiver Operator Characteristic (ROC)

curve. To rule out any potential bias due to the inequality of the sex ratio in our data

(although plain logistic regression is generally robust again this), for all main analyses

conducted in this study, we constructed additional models adhering to the following ap-

proach: 1) Randomly sample 40 males and 40 females. 2) Perform the logistic regression.

3) Construct the ROC curve. 4) Repeat the subsampling 100 times. As a result of this

approach, we present the mean ROC curve over all the iterations.

As a further step towards a potentially optimised classifier, multivariate logistic regres-

sion was applied in order to take advantage of the additional information that may have

been present across the channels but could have been suppressed by using the average

in the initial task. As in the univariate analysis, we constructed a full model including

the relative beta power of all 19 channels and a separate averaged model for the sex-ratio

balanced data. In order to evaluate and minimise the possibility of overfitting, the same

procedure was repeated while applying a leave-one-out validation scheme.

We report the Area Under the Curve (AUC) and the highest overall accuracy across

all thresholds that provided a true positive rate above and a false positive rate beneath

50%. The true and false positive rates are reported with respect to the prediction of the

minor class in the data — men.

Moreover, the computations were performed twice for additional validation, once for

the data acquired before and once after the antidepressant treatment. All statistical

analyses were run using Matlab [146].
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6.4 Results

The initial test of the global differences between men and women in relative beta power

showed a significantly higher relative beta power in women both before and after the

antidepressant treatment (p < 0.001). The difference was apparent across all 19 electrodes

when investigating the individual channels (Figure 6.1).

Figure 6.1: The initial assessment of the beta-power difference between men and
women. A Depicts the histogram of the mean beta power in men and women before
the antidepressant treatment and B after the treatment. C and D show the Bonferroni
corrected p-values of the relative beta power differences across all electrodes before and
after the treatment.

The use of one-dimensional logistic regression allowed powerful statistical evaluation of

the full dataset without undergoing the risk of overfitting. The mean beta power feature

generates the ROC curve with the AUC of 0.72 and 0.74 for the model before and after the

treatment, respectively (Figure 6.2, Table 6.1). The highest accuracy (across thresholds

for which the true positive rate was above and the false positive rate beneath 50%) was

77% and 70% for the treatment before and after, respectively.

The adoption of multivariate logistic models did not provide higher accuracy. Fur-

thermore, the resulting AUC and accuracy substantially decreased after applying the

leave-one-out validation, showing that the concern about overfitting was justified. Fig-

ure 6.3A shows the overfitted models where all data were used to build the model. In

both cases (before and after the treatment), the AUC is above 0.8. However, applying

out-of-sample prediction (Figure 6.3C), the AUC decreased to 0.64 and 0.72 for the results



62 CHAPTER 6. REVIEW AND REPLICATE

Figure 6.2: The ROC curves of one-dimensional logistic regression. Differences
between men and women in mean relative beta power; before and after the treatment. A:
The model was fitted on the whole dataset using the mean relative beta power. The black
pointers indicate the position on the ROC curve, for which the overall accuracy is reported
in Table 6.1. B: The model was fitted 100 times on a random balanced subsample of 80
patients, and the resulting ROC curves were averaged.

before and after the treatment, respectively, which is inferior to the initial grand mean

approach. The subsampling procedure showed that the results on the whole dataset are

not systematically biased by the majority class (Figure 6.3B and Figure 6.3D).

6.5 Discussion

Most authors agree that the ML approach to neuroscience has the potential to bring sub-

stantial advances to the field [5], [147]–[149]. Nevertheless, it has been rightly pointed

out that the problematic reproducibility and interpretability of results limits their prac-

tical use [132]. Indeed, searching within black boxes allows us to identify features with

high classification or prediction potential. However, our understanding of them is limited

unless they are used in simpler, hypothesis-driven models [150]. Such simpler models are

more comprehensible and often more neuroscientifically valid [12]. Although inferior in

accuracy, they tend to be more robust, as they are less prone to overfitting due to the lower

dimensionality [151]. To ensure the validity of simpler models, we need to conduct con-

firmatory studies that would investigate the findings reported by the ML on independent

data [152].

In this work, we used the conclusions drawn by [133] from a deep learning study in a

large sample of EEG data and decided to test for the relative beta-band power classifi-

cation property with respect to biological sex. Working with the pre-defined hypothesis,

we addressed two issues associated with the definition of biomarkers, namely testing the
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Figure 6.3: The ROC curves of multivariate logistic regression. Differences be-
tween men and women in relative beta power across electrodes; before and after the
treatment. A: The model was fitted on the whole dataset using the relative beta power
across all 19 electrodes. B: The model was fitted 100 times on a balanced random subset
of 80 patients, and the resulting ROC curves were averaged. C: The model was fitted and
evaluated using a leave-one-out validation scheme. D: The average of ROC was created
using random sex-balanced subsets of the data and using a leave-one-out scheme to fit
and evaluate the logistic regression. The black pointers in A and C indicate the position
on the ROC curve, for which the overall accuracy is reported in Table 6.1.

results on an independent dataset and examining the robustness of the biomarker even in

the presence of psychiatric disease.

In the statistical analysis, we focused solely on confirming the presence of the difference

in the specific feature of relative beta-band power between men and women. This approach

allowed us to minimise the amount of statistical testing, thus decreasing the probability

of the occurrence of false positive findings. For this purpose, we have selected the logistic

regression model as it is the model used in the original paper. The models containing

only the mean relative beta-band power provided AUC above 0.72 and accuracy above

70% both before and after the treatment. Enhancing the models by using the relative

beta-band powers from all individual channels did not significantly improve the diagnostic

accuracy. In fact, the resulting multivariate models gained complexity due to the necessity

to control for overfitting by out-of-sample testing without significantly improving the
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Table 6.1: The main results of the fitted models. In non-balanced models, the
overall accuracy is reported as the highest accuracy reached (assessed across all thresholds
providing true positive rate above 50% and false positive rate below 50%); for the position
of the points on the ROC curves, see Figures 6.2 and 6.3. For balanced models, the average
of overall accuracies across 100 subsamples is reported.

Area Under
the Curve

Overall accuracy for
the chosen threshold

Before After Before After
Mean across the channels 0.7246 0.7425 76.87% 70.15%
Mean across the channels; balanced 0.7257 0.7257 69.14% 72.01%
All channels 0.8146 0.8652 77.61% 79.85%
All channels; balanced 0.8542 0.8941 79.09% 83.45%
All channels; leave-one-out 0.6420 0.7236 66.42% 68.66%
All channels; balanced; leave-one-out 0.5942 0.6481 61.47% 66.55%

predictions. Note that the AUC of the model using the mean beta power across channels

is not prone to overfitting, as the only free parameter corresponds to the threshold that

is varied across to provide the summary AUC measure.

Concerning classification accuracy, only the maximum across a range of thresholds is

reported, while in practice, a specific working point is to be selected. However, the precise

accuracy reached is meant to illustrate the strength of the differences rather than to aim

towards devising a tool for diagnosing biological sex based on EEG. Rather, it suggests a

substantial quantitative difference in the EEG signals between sexes that could point to

some underlying differences in cognitive neurodynamics (see [133] for discussion of beta

band differences to cognitive and emotional processing), or at the very least inform the

EEG analysis practice of a potential confound of inter-subject analysis. Last but not

least, it provides proof of principle and a springboard for the classification of clinically

more relevant differences in EEG.

An interesting issue is that of using the multivariate or univariate model. In general,

the accuracy reached by our one-dimensional model was consistent with the 70% accuracy

reported by van Putten et al.. Note that we have used the same definition of the beta

band as the authors of the original study (12-25 Hz). However, we decided to use relative

spectral power, which should be robust with respect to interindividual and inter-session

variability in the signal amplitude. To assess the robustness of the result, we also com-

puted the logistic regression model on the averaged absolute beta power, which resulted

in just a slight decrease in the overall accuracy of the classifier: 68% and 66% for the

conditions before and after the treatment, respectively.

In principle, the multivariate model can potentially more sensitively fit more complex,
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spatially dependent patterns of sexual dimorphism. On the other side, it is more prone

to overfitting. The observed accuracy of the multivariate model is thus higher than for

the univariate model, reaching up to 84 per cent accuracy. Conversely, the accuracy

falls to 61–69 per cent with proper leave-one-out cross-validation. While, in general, the

performance is comparable to that reported in the original work by [133], our results

suggest that the use of a simpler and more robust univariate model based on the single

feature of mean relative beta power is more accurate.

Of course, steps could be taken to improve multivariate models’ accuracy, such as

using dimensionality reduction methods or changing the modelling strategy to algorithms

more suitable for high-dimensional data. In the case of dimensionality reduction, a prior

decision on the method and the number of variables that ought to be present in the

model is necessary. Furthermore, the method must be implemented correctly inside the

cross-validation cycle to avoid double-dipping and prevent overoptimistic results [153].

To assess the role of the potential advantage of dimensionality reduction methods, we

implemented a nonparametric Mann-Whitney test into leave-one-out cross-validation and

compared the maximum accuracy reached across the number of channels used in the

model. Overall, the condition of Bonferroni significance was not restrictive enough due

to the widespread differences between males and females (see Figure 6.1), which resulted

in the accuracy inferior to the one-dimensional mean of all features. However, reducing

the number of variables to four or less improved the performance, and in the unbalanced

dataset, even marginally outperformed the one-dimensional mean model.

Additionally, the SVM algorithm was used in order to compare the performance of

full multivariate logistic regression models. Again, implemented in the cross-validation

cycle, the SVM outperformed the mean logistic regression model on the data acquired

after the treatment, but the classification accuracy on the data before the treatment was

suboptimal, leading us to the conclusion that the logistic regression, used in the original

study, was a suitable method for our experimental setting. Of course, while our results

provided additional support concerning the validity of the original hypothesis, further

re-validation and generalisation using independent datasets from both clinical groups and

healthy subjects is warranted before widely utilised in practice.

We did not identify differences in the classification accuracy of the relative beta-band

on data acquired before and after the subjects were given antidepressant treatment. In

fact, the relative beta powers before and after the therapeutic intervention did not sys-

tematically change (paired t-test: p = 0.1997), and moreover, they were significantly

correlated across subjects both in the mean (correlation of 0.8824, p < 0.001) as well as

for all channels (mean correlation of 0.7798, std = 0.1018), supporting the existence of

individually specific EEG signatures. Additionally, over half of the patients that were
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incorrectly classified before the treatment were also misclassified based on the data after

the treatment (19 out of 31). Our observation of a negligible effect of the antidepressant

treatment on beta power is in line with the current literature. [154] described over 45 ar-

ticles that derived quantitative EEG features in order to predict the depression treatment

outcome. The most prevalent band-specific features were alpha-band activity, frontal

theta activity, and theta cordance, whereas only one study reported decreased prefrontal

delta and beta cordance in non-responders [155], which indicates that this band is not

affected by treatment and thus does not play a role in treatment outcome prediction. Fur-

thermore, to rule out any possible confounding effect of the different treatments on the

relative beta power, we have tested for differences between groups using two-way ANOVA

(accounting for sex and group and controlled for age) and observed no effect of group,

both prior (p = 0.53) and after (p = 0.62) the treatment.

6.6 Conclusion

To summarise, in agreement with the explainable neuroscience framework, we followed

up a previous deep-learning EEG study by testing for the presence of the inferred sig-

nificant differences in the relative EEG beta-band power between men and women in an

independent dataset. In order to test for the validity of this potential biomarker, we

cautiously employed robust statistical approaches, which supported our hypothesis and

provided classification accuracy of up to 77% in one-dimensional models. This illustrates

the utility of explainable artificial intelligence approaches and independently supports a

recent result concerning the sexual dimorphism of EEG signals.



Chapter 7

Cognition after stroke –

(un)predictable?

7.1 Disclaimer

An original version of this work was accepted and published as an article in PLOS ONE

on the 14th of April 2023, under the title: Structural connectivity-based predictors of

cognitive impairment in stroke patients attributable to aging [120]. I would like to ex-

press my gratitude to my coauthors: David Kala, Jakub Kořenek, Veronika Matušková,

Vojtěch Kumpošt, Lenka Svobodová, Jakub Otáhal, Antońın Škoch, Vlastimil Šulc, Anna

Oľserová, Martin Vyhnálek, Petr Janský, Aleš Tomek, Petr Marusič, Přemysl Jiruška, and

Jaroslav Hlinka.

7.2 Introduction

The previous chapter exemplified a typical hypothesis-driven classification task, where

we formulated a hypothesis based on prior research and validated it using the available

data. In this chapter, the hypothesis was only tentative, necessitating a more exploratory

approach. Due to the limited sample size and the exploratory nature of the analysis, we

decided to combine two modalities and focus on different levels of resolution, ranging from

voxel-level analysis to examining graph connectivity metrics.

A common source of confusion in neuroimaging studies lies in the terminology sur-

rounding prediction tasks. Immediate neuroimaging correlates are often referred to as

“prediction,” even when both the cognitive scores and neuroimaging data were measured

on the same or closely related time points. This discrepancy in terminology does not

present an inherent problem but requires readers to exercise caution when interpreting

the findings. In this work, our primary objective was to explore the feasibility of predict-
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ing cognitive scores measured one year after acquiring the neuroimaging data. Our focus

was thus on the task of forecasting, specifically in the context of patients who experienced

a stroke. The neuroimaging data were obtained within two weeks of the stroke, while the

cognitive scores were measured one year later.

The global burden of stroke is increasing while the disease remains the second lead-

ing cause of death and disability, rising to 104.2 million prevalent cases worldwide in

2017 [156]. Despite the drop in incidence in developed countries, the number of cases is

growing in low and middle-income states, reinforcing the need to understand the disease

and the recovery process better [157].

Stroke is triggered by insufficient blood perfusion of the brain, which significantly

affects patients and usually leads to considerable sensory-motor and cognitive disabili-

ties [158]. The damage induced by stroke may be direct or indirect – through secondary

degeneration.

Sensory-motor impairments following stroke are widely described and include hembody

weakness, skin breaks, urinary tract or chest infections [159]–[161]. The treatment of

muscle-restricted mobility usually consists of various forms of rehabilitation [162], [163].

The field has progressed so far as to construct predictive models to anticipate individual

patient motor recovery potential [164], [165].

Contrarily, cognitive comorbidities of acute stroke, which include aphasia, loss of mem-

ory, orientation, and attention, although widely prevalent, are not as well understood and

treated [166]–[168]. The current cognitive rehabilitation methods may be thus not op-

timally targeted [169]–[172]. As the treatment of post-stroke comorbidities presents a

considerable social and economic burden [173], it is necessary to deepen our insight into

the structural damage within the affected tissue, primarily the white matter [174]. The

loss of white matter integrity is among the most direct consequences of stroke. Research

concerning its impact on cognition has so far brought inconclusive results.

One of the well-established methods for studying white matter abnormalities is TBSS

applied to FA maps or other white matter integrity metrics, linking the localised decrease

in FA to the decline in various cognitive scales [175]–[179].

Another approach to investigate white matter integrity is to use a SC. Connectome

describes the brain as a topologically complex interconnected network which balances

regional and functional specialisation and integration [7]–[9]. This results in the coordi-

nation of processes across brain regions at low connection cost. However, it also implies

that any dysfunction will spread through the network easily, possibly initiating patholog-

ical processes [180]–[182]. SC is determined by the model of white matter fibre pathways

that physically connect predefined brain regions and is derived from the DWI using fibre

tracking methods. Quantifying the relationships between the respective units of the brain
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usually leads to constructing a connectivity matrix which describes the existence and,

potentially, the magnitude of interconnection among all parts of the system and may be

analysed (for more details, see Chapter 3).

Considering the uncertain effect of white matter integrity on cognition, the reports

of the effect of structural disconnection are even more inconclusive. The ambivalence

primarily originates in the differences among the study designs as well as in a wide variety

of cognitive scales used [183], [184]. Moreover, the added potential of SC information

provided on top of the usual lesion size for outcome prediction was investigated, so far,

with contradictory results [185]–[187].

The analysis of connectivity matrices often employs so-called graph theoretical analy-

sis. In this framework, the connectivity matrix is understood as an adjacency matrix of the

graph [188]. The graph’s vertices represent anatomically defined parts of the brain, and

the edges are given by the matrix weights between individual regions. Graph-theoretical

properties quantifying the topological features of the network are then determined. Usu-

ally, they include clustering coefficient, characteristic path length, small-world coefficient,

centrality, efficiency, transitivity, assortativity, or rich club coefficient [189]–[191].

Using these measures, individual connectivity profiles may be derived to investigate

healthy subjects and provide insights into networks damaged by either functional or struc-

tural disconnection. As stroke presents a violent disruption of the healthy network, clinical

as well as empirical evidence suggests that investigation of the connectome or its parts

could provide new insights into stroke-related comorbidities [192]–[194].

In summary, the relationship between white matter integrity and possible cognitive

impairment following stroke is complex and has not yet been effectively explained. Nu-

merous studies approached the topic using either white matter integrity measures such as

FA or, more recently, analysed connectivity networks using structural neural paths derived

from tractography [175], [184], [186]. However, the studies are not directly comparable,

as they vary in design, methods for quantification and inference concerning white matter

integrity disruption, cognitive scales used, and the interval between MRI and cognitive

scales measurements with respect to the stroke date.

The time aspect is also particularly important, as each study may reflect a specific

stage of white matter and cognitive recovery. In this work, unlike some previous studies

that dealt with the immediate cognitive consequences of stroke, we focus on investigating

the degree to which it is possible to predict future cognitive status (1 year after stroke)

based on the white matter state measured within two weeks after the stroke. This task

might be potentially more challenging but, conversely, more clinically relevant.

We decided to contribute to integrating the knowledge in this area by using three dif-

ferent methodologies for investigating the integrity of structural brain connectivity, par-
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ticularly TBSS, the SC matrix estimated by tractography, and finally, graph-theoretical

analysis thereof. Within each approach, we highlight specific methodological aspects and

discuss their role in the analysis and interpretation of the results.

7.3 Materials and methods

Participants

Patients hospitalised with acute ischemic stroke between October 2015 and March 2017

were considered for the study. Within the acute phase of stroke (sudden onset language

impairment, unilateral arm, leg, or face weakness), appropriate treatment was given (in-

travenous thrombolysis or/and mechanical thrombectomy) based on the decision of an

on-call stroke specialist.

Subsequently, the patients were offered to participate in the study if they fulfilled the

following criteria: age above 18 years, positive supratentorial acute ischemic lesion on ad-

mission (confirmed via MRI in the second week after stroke), and signed informed consent.

The exclusion criteria included a history of epilepsy or acute symptomatic seizure preced-

ing the current stroke, antiepileptic drug treatment planned for over two weeks after the

stroke, history of clinical stroke, and contraindication to gadolinium administration. Fur-

thermore, patients with other neurological (e.g., Alzheimer’s disease, Parkinson’s disease)

or psychiatric comorbidities (e.g., bipolar disorder, major depression) possibly affecting

cognition or brain tissue integrity were not included. Finally, approximately one year

after the stroke, patients underwent a set of neuropsychological tests administered only

to patients who did not clinically manifest aphasia.

The final dataset included 46 patients fulfilling all criteria (Fig. 7.1, Table 7.1). All

volunteering patients gave written informed consent to participate in the study. Written

informed consent was obtained directly from the included patients where possible. The

level of information provided to patients matched their level of understanding as deter-

mined by the investigator. In large hemispheric infarction patients unable to understand

or express themselves, the consent was given by a legally authorised representative (e.g.,

spouse or legal guardian) or physician not participating in the study team, in accordance

with regional legal practice and regulations. The study was approved by the Ethics Com-

mittee of University Hospital Motol (Ref. number: EK-1091/14) and was conducted

according to the Declaration of Helsinki’s ethical principles.
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Figure 7.1: An overview of the analytical process. Initially the data of 66 patients
were acquired. The data of 19 patients were discarded because of the unsuitable quality
of the diffusion images or unsuccessful image registration. Moreover, we identified one
severe outlier in neuropsychological performance, which was not included in the analysis.
Overall, the data of 46 patients were analysed.

Cognitive function assessment

Patients’ handedness was assessed during the acute phase using the Edinburgh handed-

ness inventory. The rest of the neuropsychological scales were assessed on average 395

days after neuroimaging. The examination lasted approximately 45-60 minutes. Global

cognitive performance was assessed by a Mini-mental state examination. The results of

the neuropsychological assessment were converted to z-scores and combined into five cog-

nitive domains by averaging the corresponding z-scores. Z-scores of the tests, in which a

higher score indicated lower performance (Trail making test, Prague stroop test, Boston

naming test), were inverted. The five cognitive domains were as follows: 1) Memory: Free

and cued selective reminding test (Free recall, Total recall, Delayed free recall, Delayed

total recall) [195]; 2) Executive functions: Trail making test part B, Phonemic verbal flu-

ency (letters K, P, S), Similarities from the Wechsler adult intelligence scale-third edition,

Prague stroop test [196], [197]; 3) Attention and working memory: Trail making test part

A, Digit span forward and backwards from the Wechsler adult intelligence scale-third Edi-

tion [197]; 4) Language: Boston naming test (15-item version), Semantic verbal fluency
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(animals) [197]; 5) Visuospatial functions: Visual object and space perception battery

(number location), and Rey-Osterrieth complex figure test [198], [199]. Table A.1 shows

a detailed description of the scores.

Table 7.1: Description of the dataset. Age and time between measurements are
described as mean (std, min, max). Edinburgh handedness inventory is described as
median (min, max). The time between measurements stands for the number of days
between stroke and cognitive scales measurement.

Men Women All
Number 24 22 46
Age (years) 66 66 66

(9; 50; 88) (11; 40; 86) (10; 40; 88)
Time between 408 381 395
measurements (days) (93; 340; 794) (33; 342; 470) (72; 340; 794)
Affected hemisphere 10/10/4 12/10/0 22/20/4
(R/L/Both)
Edinburgh handedness 400 400 400
inventory (-150, 400) (-100, 400) (-150, 400)

Data acquisition

MRI imaging was performed seven to twelve days after the onset of the symptoms using

a 1.5 T magnetic resonance scanner (Philips Medical Systems). The acquisition protocol

consisted of T1 and T2-weighted anatomical scans, FLAIR contrast, and DWI, with

the following parameters: 3D T2 weighted: TR 3200 ms, TE 263 ms, flip angle 90°,

acquisition matrix 228×227, voxel size in mm 1.1x1.1x1.1, 3D T1 weighted: TR 25 ms,

TE 4.6 ms, FA 30°, acquisition matrix 220×198, voxel size in mm 1.1×1.1×1.1; DWI: TR

3157 ms, TE 94 ms, flip angle 90°, acquisition matrix 92×90, acquisition voxel size in mm

2.43×2.49×2.5, the reconstructed matrix dimension: 128×128 resulting in a reconstructed

pixel of 1.75×1.75, no gaps, bipolar gradient sampling scheme, b 0 and 800 s/mm2 (one

b0 direction and 32 b800 directions).

Data processing

The DWI data were preprocessed using a combination of FSL software [200] and MR-

trix3 [54]. First, all images were denoised, and Gibbs ringing artefacts were removed

using the dwidenoise and mrdegibbs functions, respectively [44], [201]. Due to the

lack of multiple b0 values, we employed the Synb0-DisCo algorithm [202] to synthesise

an undistorted non-diffusion weighted image used as an anatomical target for distortion

correction. Subsequently, the eddy current correction (eddy) was performed to address
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geometrical distortions introduced by diffusion acquisition [43]. For the initial analysis,

the FA, MD, AD, and RD maps were generated using the combination of dwi2tensor

and tensor2metric commands, and the TBSS was employed to identify the regions of

white matter related to the individual cognition scores [48]. The pipeline non-linearly

aligns the FA maps onto a predefined template and subsequently affine aligns them to a

standard MNI space where the image skeleton is created. We applied a threshold of 0.3

onto the mean skeleton, restricting the subsequent analysis only to the most dominant

and well-aligned white matter tracts.

The construction of structural connectivity matrices based on deterministic tractogra-

phy followed. We chose the Tax recursive calibration algorithm to determine the response

function (dwi2response) and dwi2fod csd algorithm to estimate the fibre orientation

distributions for spherical deconvolution [51], [203]. Deterministic tractography was per-

formed using the tckgen SD STREAM algorithm with the following parameters: number of

streamlines 10 million, step size 1, the maximum angle 60°, minimum length (in mm) 10,

maximum length (in mm) 300; cutoff for terminating streamline FA < 0.1. [204], [205].

Seeding was performed homogeneously over white matter voxels. The tractograms were

inspected, and a disproportional amount of 300 mm long tracts was discovered (as it

was the maximum allowed length of the algorithm). To avoid a possible bias caused by

these tracts, we decided to discard them. Finally, we registered the AAL atlas [38] in a

two-step procedure: first, the standard MNI brain was registered to the T1 anatomical

image using affine transformation with 12 degrees of freedom (flirt) available in the FSL

library. Subsequently, the transformation that registered T1 to the b0 image of diffusion

data was performed similarly. The individual structural connectivity matrices contained

the absolute count of streamlines between each pair of regions.

Analysis

In the TBSS part of the analysis, we constructed a GLM to identify regions of white

matter related to each cognitive scale. The statistics were corrected using TFCE [93],

and a 5% level of significance was considered. We also considered variables suspected as

potential confounds: age and hemisphere affected by stroke, which we included in the

models as covariates.

In an exploratory analysis of the SC matrices, we initially constructed a median SC

matrix, which served as a template defining typical brain structural connectivity. The

median was chosen to avoid any bias towards the affected pairs of regions. Based on the

template, we selected 5% of the most extensively connected pairs of regions and included

them in further analyses. Thus, these strongest links define a backbone of the most

substantial structural connections, including the most relevant 198 out of 3960 possible
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pairs of regions. Apart from significantly decreasing the number of connections we tested,

this approach also avoids superfluous analysis of potential false positive edges that might

have arisen during tractography. We computed the Spearman correlation (R) of selected

pairs of regions with age, and each of the six cognitive scales controlled for age. The

p-values (p) obtained were corrected using False Discovery Rate (FDR) on the level of

individual scales [206]. For clarity, we report the raw p-values of this analysis throughout,

but only for those pairs of regions which survived the FDR correction.

Finally, we proceeded with the computation of graph-theoretical measures, which we

correlated (using Spearman correlation) with clinical scores. We considered the following

measures: assortativity, average strength, clustering coefficient, efficiency, graph energy,

characteristic path length, rich-club coefficient, and transitivity. For comprehensiveness,

we describe these measures in their binary form. Note that in this work, they have been

appropriately adjusted and used in their weighted alternative [189].

Average strength is the average of all edge weights in the graph. Graph energy is

the sum of the absolute values of the eigenvalues of its adjacency matrix. Assortativity

describes a preference for graph nodes to attach to other similar nodes. Computationally,

it is defined as the Pearson correlation coefficient of the node degree between pairs of

linked nodes [190], i.e., assessing the connections to nodes similar in terms of connectivity

degree or strength.

Clustering coefficient of vertex v is defined as the ratio of all triangles (cycles of length

three) around vertex v to all possible triangles around v. The clustering coefficient of the

entire graph is the average over all vertices. It quantifies the tendency of the graph to

form clusters and is closely related to transitivity–the ratio of 3×number of all triangles

in the graph to all possible triangles in the graph.

The characteristic path length of vertex v, is the average of all the shortest path

lengths between the vertex v and the remaining vertices of the graph. Subsequently, the

characteristic path length of the graph is the average of all characteristic path lengths

of the vertices of the graph. Conversely, efficiency is an average of the inverse values of

the shortest path lengths between all vertices in the graph. It measures the efficiency of

information exchange between the vertices.

φ(k) is defined as the ratio of the present number of links to the maximum possible

number of links between elements with node-degree at least k (in this study, we considered

k = 70). In other words, φ(k) is the density of the subgraph induced by vertices of a

degree greater than k. A generalisation for weighted graphs is described in detail in [207].
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Figure 7.2: Median Structural Connectivity (SC) matrix. SC containing the me-
dian number of streamlines of 46 patients included in the analysis (left) and binary matrix
with highlighted 5% of the strongest links (right). Each row/column represents an area
of the AAL atlas (in the original order).

7.4 Results

The results of TBSS showed a positive correlation of FA with attention, executive func-

tions, and memory (Fig 7.3). However, there was also a significant negative correlation

with age. Notably, no statistically significant relationship was identified with cognitive

scales after controlling for this variable. In contrast, the position of the stroke (in terms of

the affected hemisphere) did not play a significant role in predicting cognitive status. We

consequently disregarded this variable in further analyses. Mostly equivalent results were

held for the rest of the diffusion metrics. In all cases, we observed a widespread negative

correlation with executive functions and attention, none of which survived controlling for

widespread positive correlation with age (Fig. A.1, Fig. A.2, Fig. A.3).

In the SC approach, a similar behaviour occurred. Specifically, we observed one pair

of regions significantly correlated with memory, two pairs of regions significantly corre-

lated with attention, and five pairs of regions correlated with visuospatial functions (all

significant after the FDR correction). However, the age variable was again predictive of

SC. Five pairs of regions showed a significant negative, and two pairs had a significant

positive correlation. After controlling for age, we did not observe any link (belonging to

the backbone) between the number of tracts and any cognitive scales that would survive

the FDR correction.

In the case of graph-theoretical measures, we observed a slightly different behaviour.

Relationship between the features and age was less predominant – only clustering coeffi-

cient, efficiency and the rich club were significantly correlated (p = 0.0313, p = 0.0157,

p = 0.0115 respectively, Fig. 7.4). Moreover, none of the clinical scales was correlated



76 CHAPTER 7. COGNITION AFTER STROKE – (UN)PREDICTABLE?

Figure 7.3: The results of TBSS for fractional anisotropy (FA). The blue colour
scale signifies a negative correlation between FA and the clinical variable, red colour
scale stands for positive correlation (either positive or negative correlation is depicted per
clinical scale). A: Negative correlation of FA and age. B: Positive correlation between FA
and executive functions. C: Positive correlation between FA and attention. D: Positive
correlation between FA and memory. Note that the correlations shown in B, C, C did not
persist (as statistically significant) after controlling for age, which was indeed detected as
a significant analysis confound; see A.

with the features even before the age correction. This suggests that the graph-theoretical

measures are less sensitive towards the effect of age than the previous methods; however,

they are also less sensitive to the (future) cognition status.
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Figure 7.4: The relationship of age and the graph-related measures. Scatter plots
of the graph-theoretical measures computed from the structural connectivity matrices of
all subjects. Subjects are visually stratified according to sex (colour) and lesion location
(marker).

7.5 Discussion

We examined associations between the condition of white matter acquired shortly after

stroke and cognitive status measured with a one-year delay. The prolonged period between

the two examinations is uncommon in this setup. Thus, the potential findings would

reflect a predictive character of MRI features on later cognition rather than reflect an

immediate relationship between brain damage and cognition. In contrast with previous

works, we investigated different levels of resolution and methodology, namely: TBSS,

statistical analysis of the SC matrices, and their graph-theoretical measures. Regardless

of the analytical approach, we observed a strong effect of age, which was driving apparent

correlations with the clinical scales. In all cases, correlations with clinical scales did not

persevere after controlling for age.

TBSS analysis

The most significant correlate of all white matter-derived metrics in the TBSS analysis

proved to be age. Additionally, executive functions, attention and memory score were

significantly correlated with FA, MD, and RD. Only attention and memory were correlated

with FA. However, after controlling for age, the effect in neither of the cognitive scales

(and diffusion metric) was preserved. Indeed, cognitive decline is associated with ageing in

healthy individuals [208], which suggests the effect of age on cognition would be relevant

also in subjects after stroke. However, the effect of age is not always discussed or controlled



78 CHAPTER 7. COGNITION AFTER STROKE – (UN)PREDICTABLE?

for in quantitative analyses, risking that its effect might be inappropriately assigned to

other variables of interest [209], [210].

We also considered the effect of lesion laterality which was previously identified as

an independent predictor of cognitive outcome after stroke [211]–[214]. However, the

affected hemisphere did not play a significant role in the TBSS model, and we consequently

disregarded it from further analyses. It is probable that the information about the position

is already intrinsically present in the data in the form of reduced FA; alternatively, the

(almost) binary nature of the position encoding might not have been precise enough to

play a role in the analysis.

Dacosta et al. [176] studied 14 patients with right hemispheric stroke and found a

significant decrease of FA in right brain anatomical areas compared to healthy controls.

They demonstrated a relationship between cognitive functions and FA in several regions in

both hemispheres. In another study [178], FA in the thalamus was associated with lower

verbal fluency performance. However, in both cases, the sample size was relatively small–

17 patients in the latter study and subgroups as small as 8 or 6 subjects in the former

study, and, notably, neither study discussed the effect of age nor reported controlling for

it. We did not observe any comparable results in the language or executive functions

domain, neither in the whole white matter skeleton analysis nor in a targeted analysis

limiting the region only to the thalamic area as in the original study [178]. Of note,

there is a range of relatively smaller differences between the studies, such as the time of

acquisition, which was three months after stroke in the prior studies mentioned.

Zamboni et al. [215] studied the effect of acute stroke on early cognitive impairment

(measured one month after the attack) represented by the Montreal cognitive assessment

scale and Mini-mental state exam on over 400 patients. In this case, the Montreal cognitive

assessment scale was correlated with reduced FA in the anterior tracts after controlling

for the Mini-mental state exam.

In a longitudinal study following 117 stroke patients, 25 of whom were cognitively

impaired, lower remote white matter integrity was associated with a worse long-term

cognitive performance [175]. This result is specific as it reflects the relationship between

cognition and white matter eleven years after the attack.

The reasons behind the absence of effect in the TBSS part of our study may be

multifactorial. As argued above, the inconsistent practice concerning controlling for the

effect of age may play a role in the heterogeneity of the previously reported results, as well

as the time of DWI and cognitive scale assessment. In our case, the scans were taken in

the subacute phase–within the second week after the stroke, whereas the cognitive scales

were measured one year after, effectively attempting a more challenging medium-term

cognitive outcome prediction rather than (almost) instantaneous correlation.
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Structural connectivity analysis

On a SC level, we again detected pairs of regions significantly correlated with some of the

clinical scales (memory, attention, and visuospatial functions), none of which persisted

after controlling for age. We identified five pairs of regions significantly negatively corre-

lated with age after the FDR correction, in line with the intuitive interpretation of the

reduction of white matter tracts over time.

Additionally, two pairs of regions were identified to positively correlate with age. This

observation is, to a degree, counterintuitive; however, such increases in the strength of

shorter tracts might be a technical consequence of an overall white matter deterioration

with age. In particular, such deterioration might complicate the correct tracing of longer

tracts – thus disproportionately increasing the number of short tracts (when working with

a fixed amount of tracts). Indeed the two pairs of tracts positively correlated with age in

our dataset were on average shorter than those negatively correlated with age.

In related works which investigated SC in relationship to clinical outcomes such as

aphasia, Yourganov et al. [184] constructed connectomes of 90 stroke patients scanned

at least six, but on average, 42 months after the attack. The results highlighted the

area of the temporoparietal junction and its connectivity as essential for language tasks,

which was later supported by further analyses [216]. Apparently contradictory are the

results from an extensive study that used the methodology of Yourganov et al. and

acquired data from 818 patients suffering from aphasia approximately 58 months after a

stroke [186]. The purpose of the study was to assess the added value of the structural

disconnection information on top of the lesion load features to predict language score. No

additional effect of the structural information was observed. Nevertheless, the study did

not directly use the DWI data to evaluate the structural connectivity but rather imposed

the disconnection defined by the lesion location on healthy subjects’ tractography. This

approach might thus disregard the remote structural changes caused by a stroke that

would affect language performance.

None of the cognitive scales was significantly related to the SC in this framework.

The reason behind the absence of a relationship may be tied to a common natural issue

with such observational studies, that is, missing information on the exact cognitive scores

before the stroke. Without the reference to the patient’s cognitive performance before the

stroke, the specific individual impact of stroke with respect to premorbid cognition can

not be exactly inferred - this is a common problem for studies of stroke effects or other

unexpected clinical events. Moreover, the potential presence of small vessel disease or

other related conditions [217] could affect both the white matter and cognitive variables,

leading to both spurious positive and false negative results depending on the specific

effects.
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Finally, in order to more directly connect and compare the results of the TBSS with

our findings in structural connectivity, we extracted mean diffusion metrics along the

backbone tracts in all patients and performed the same analysis (Spearman correlation

with the FDR correction). Our findings further supported the results of TBSS in terms

of finding significant correlations with age across backbone tracts, whereas finding no

correlation with other cognitive scales after controlling for age (Fig. A.4). Overall, the

effect of age on diffusion and the metrics derived thereof is a widely discussed topic;

however, it is still not fully understood. There is sufficient evidence that the diffusion

metrics are sensitive to age [218]; nevertheless, this effect is not necessarily homogeneous

across the brain, but spatially varies [219]–[221]. Consequently, the sensitivity of the

DWI-derived measures to age varies as well. In our study, FA, MD, and RD appeared to

be more sensitive towards the effect of age than FA (in terms of the number of connections

significantly correlated with age). This is consistent with the results of TBSS, where the

effect of age was more widespread for other measures than for the FA.

Graph-theoretical measures analysis

In the final part of our analysis, the features represented by the graph-theoretical mea-

sures were less sensitive towards the effect of age than in the previous approaches. Despite

the high degree of intercorrelation between the features, only the clustering coefficient,

efficiency and rich club coefficient were significantly correlated with age. Additionally, no

relationship between the features and clinical scales was found. There have been studies

using other graph connectivity measures to study the effects of stroke [222]–[224]. Among

the reported findings was the correlation of The national institute of health stroke scale

with the betweenness centrality of the right pallidum and the clustering coefficient of

the left superior occipital gyrus and a positive correlation between the nodal between-

ness centrality of the posterior cingulate gyrus and Immediate recall [223], [224]. Upon

replicating the measures, we did not observe any of the effects above, which, again, may

be a consequence of the discrepancies in the designs and cognitive scales used. Notably,

compared to the earlier discussed TBSS findings that we have not been able to confirm,

these two studies included explicit control for age (as a key potential confound) and had

a higher sample size (N = 46 and N = 15). Apart from some relatively minor technical

differences and the ever-present chance of a false positive/negative result, the potential

key factor behind the lack of replication of the observation of cognitive correlates of local

graph theoretical measures reported by [223] is the temporal difference between the MRI

and cognitive assessment–our study attempted one-year prediction, while the previous

study apparently works with almost concurrent measurements.
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Limitations

As was pointed out in the earlier parts of the article, the main impediment of our analysis

is the lack of premorbid cognition scores for our participants, which affects our ability

to unequivocally assign any observed relationship between white matter and cognition

score solely to stroke. Unfortunately, this is the limitation of all studies discussing this

topic and may only be solved by designing prospective trials focused on individuals at

risk of stroke. A more tangible limitation of this work is the heterogeneity of the lesion

location in participants. The inclusion criteria did not specify the position of the stroke.

Consequently, it is possible that were the locations of the lesions more consistent across

the dataset, more specific conclusions might have been drawn. However, to maximise the

data size, we did not conduct a more position-specific analysis. Finally, as the diffusion

acquisition protocol was optimised for widespread use in the hospital setup, we were

limited by the methods which might be applicable to our data. In our case, we consciously

used more conservative methods of fibre tracking, limited the analysis to mostly adjacent

pairs of regions, and employed rigorous methods of statistical testing to minimise the

possibility of obtaining false positive results.

7.6 Conclusion

In this work, we focused on investigating the relationship between white matter integrity

in stroke patients and the prediction of cognitive status one year after the stroke event.

Employing the TBSS analysis, we revealed that the cognitive correlates of white matter

features in stroke patients could be attributed to the general effect of interindividual age

differences, which was overlooked in some of the earlier studies.

From a methodological standpoint, this research required the use of asymmetrical

multimodal fusion. Structural T1 images played a critical role in several stages, enhancing

the registration, preprocessing, and analysis of the diffusion data: they were employed

in the Synb0-DiscCo algorithm to synthesise undistorted images, serving as anatomical

targets for distortion correction. Additionally, they contributed to refining white matter

segmentation and atlas registration, facilitating the generation of high-quality structural

connectivity matrices. Despite these methodological precautions, the dominance of age

effects in the analysis hindered individual-level predictions for cognitive impairment.



82 CHAPTER 7. COGNITION AFTER STROKE – (UN)PREDICTABLE?



Chapter 8

Together at last – uniting structure,

function, and diffusion

8.1 Disclaimer

An original version of this work was accepted and published as an article in Brain Imaging

and Behaviour on the 12th of November 2022, under the title: Multimodal-neuroimaging

machine-learning analysis of motor disability in multiple sclerosis [225]. I would like to

express my gratitude to my coauthors: Jan Mareš, Antońın Škoch, Jakub Kopal, Jaroslav

Tintěra, Robert Dineen, Kamila Řasová, and Jaroslav Hlinka.

8.2 Introduction

In Chapter 3, we outlined the general structure of two philosophical techniques for han-

dling multimodal data, specifically, multimodal integration and multimodal fusion. While

integration approaches are easy for designing features, they increase dimensionality. On

the other hand, the fusion strategies design features as a combination of modalities but

are often tailored to combine only two of them. This study aims to integrate three sepa-

rate modalities: fMRI, DWI, and structural T1. In light of the findings already presented

in this thesis, we deliberately opted for simpler integration methodologies. This choice

aimed to establish a robust baseline for effective comparison with fusion approaches. In-

terestingly, as this article unfolds, it becomes evident that these strategies have already

demonstrated exceptional performance. Consequently, the need for fusion methods be-

comes redundant, at least for one of the two tasks.

In this case, our task is set in the context of multiple sclerosis, which is an autoimmune

disease of the central nervous system. With an increase in the age-standardised prevalence,

the latest epidemiological studies report 2.2 million cases worldwide, ranking it as the most

83
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common demyelinating disease [226], [227].

Multiple sclerosis presents itself with a wide and heterogeneous spectrum of symptoms,

of which motor impairment is the most dominant and restricting. Gait and postural

control changes are present already in recently diagnosed minimally impaired patients

and worsen over time [19], [228]. Reduction in mobility, together with fatigue, increase

the risk of fall and injury, endangering the patient and reducing self-confidence [229].

More than 40% of people with multiple sclerosis report walking difficulties, which are

identified as the most challenging disease aspect. However, the majority of people with

multiple sclerosis do not voluntarily seek medical advice regarding walking impairments

and detailed motor function evaluation is rarely performed in practice [230]–[232].

Measuring motor impairment

A range of specialised tests and questionnaires has been developed to quantify the degree

of impairment in multiple sclerosis. The most extensively used is the Expanded Disability

Status Scale (EDSS) [233], [234]. The assessment is administered by a clinician and ranges

from zero to ten by 0.5 increments. Zero indicates no disability, ten signifies a death due

to multiple sclerosis. However, EDSS is a general measure of disability, and even though

it accounts for motor impairment to some degree (especially in the range EDSS 4-7), its

sensitivity is limited [235], [236].

Reflecting the limitations of EDSS towards motoric impairment, two more question-

naires have been later created: Multiple Sclerosis Impact Scale (MSIS) and Multiple

Sclerosis Walking Scale (MSWS) [237], [238]. MSIS consists of 29 questions concerning

day-to-day life, whereas MSWS inquires specifically about walking disabilities. In both

cases, the higher the score, the greater the impairment.

Another broadly used scale is Multiple sclerosis functional composite developed by

the Multiple sclerosis society’s clinical assessment task Force [239]. It consists of three

functional tests, z-scores of which are combined into one coefficient. The tests are de-

signed to rate leg, arm, and cognitive function using the Timed 25-foot walk test; 9-Hole

peg test; and Paced auditory serial addition test, respectively. However, in most of the

studies, the three tests are analysed separately for more intelligible interpretation. Other

functional tests are Timed Up and Go (TUG) test, which requires the patient to get up

of a chair, walk three meters, turn around, and sit back on the chair, and Berg Balance

Scale (BBS) [240], [241]. The latter is the one scale present in this study, where the score

declines with rising disability. Both tests have been declared valid for the assessments of

disability in multiple sclerosis patients [242]–[244].
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The role of imaging in multiple sclerosis

Linking the clinical status of the patient (as represented by a clinical scale) with the results

of the MRI findings has been a long-standing issue in the research of multiple sclerosis

due to the “clinical-MRI paradox” [245]. The predictive power of clinical impairment

based on the findings from structural MRI or MR spectroscopy was not satisfactory in the

early 2000s, even though some correlations between EDSS and the derived measures were

reported at the time [246]–[248]. However, efforts are still invested into exhausting the

potential of T1-derived measures in the prediction of impairment [249]. Other methods

began to be used to understand the nature of the disease better [250].

Diffusion weighted imaging

Considering the white matter changes occurring in the brain in the course of the disease,

the DWI proved to be an effective and widely used method for assessing the condition

of the white matter [251]. Studies investigating the correlation between these measures

and the clinical scales either produce voxelwise analysis [252]–[255], average the measures

across ROIs [43], [256]–[261] or across the whole brain [262], [263].

Despite the benefits of the DWI, the relationship between its measures and EDSS has

not yet been satisfactorily established. Some studies reported an existing correlation [252],

[254], [261], [263], [264], whereas in others, no correlation was observed [251], [253], [255]–

[260], [265]–[267].

Concerning more specific disability measures, Lowe et al. suggested that correlat-

ing pathway-specific disability measures with the whole brain lesion burden is a mistake

and likely to decrease the correlation observed between lesion burden and functional loss

[268]. Following this approach, he observed a significant correlation between the z-score of

Multiple sclerosis functional composite and transverse diffusivity. Relationship between

this scale and DWI measures was also examined by further studies, reporting mixed re-

sults [251], [257], [263], [269]. A study by Jakimovski et al. examined two disability

measures: Expanded Timed Up and Go and Timed 25-Foot Walk Test, and reported that

no association was observed [270].

Other modalities

Although multiple sclerosis was originally thought of as a white matter disease, there

is growing evidence of grey matter being significantly affected [271]. Studies have re-

ported differences in grey matter volume and other derived measures between patients

and healthy controls as well as between the disease phenotypes [251], [272], [273]. Some

of the derived measures were even reported to correlate with EDSS and other clinical im-
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pairment scales. For this purpose, the structural images are analysed using either general

measures of volume — grey matter volume, lesion volume; or more specific measures of

the cortical thickness. In the most detailed approach, VBM may be applied [251].

fMRI is predominantly used to investigate brain plasticity and cognition impair-

ment [274]–[276], somehow neglecting the potential relationship to disability measures.

However, even though this relationship has been so far sparsely studied, several works re-

ported promising correlations between disability scales and functional connectivity [264],

[266], [277], [278].

In summary, the literature relating motor deficits to brain imaging in multiple scle-

rosis is limited, often focusing on single neuroimaging modality [266], [270], [272], [278].

Moreover, the studies generally feature a small sample size, low degree of impairment,

and high number of statistical tests, weakening the findings reproducibility. These limi-

tations call for methods that not only detect group differences but also may prospectively

characterise and predict health development in a clinical setting.

Machine learning in multiple sclerosis

Progress has been made towards the application of ML in multiple sclerosis [279]. The

most common task is the classification of subjects into patients and controls, sometimes

also considering the degree of impairment and the phenotype of the disease [280]–[284].

Most of the classification approaches use the SVM [285], and although theoretically, no

prior dimensionality reduction is needed, previous studies commonly employed Fisher

score [286], which quantifies the discriminatory power of variables. However, the conse-

quences of working only with a pre-selected set of features optimised for predictive power

is often poorly discussed and, if not done carefully (i.e., blind to the test dataset), may

lead to overfitting.

In this work, we initially test for the presence of differences in FA, FC, and regional

grey matter volume between multiple sclerosis patients and controls. Following is the

investigation of the correlation of FA with the clinical scales (within the patient group).

Subsequently, we identify imaging biomarkers using ML to distinguish people with mul-

tiple sclerosis from controls and construct models for more subtle differences in motor

performance among people with multiple sclerosis.
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8.3 Materials and methods

Participants

People with multiple sclerosis were recruited from multiple sclerosis centres across the

Czech Republic. The inclusion criteria were: positive diagnosis of multiple sclerosis [287];

spastic paraparesis as a prominent clinical feature; stable clinical status for at least three

months preceding the study (determined by neurologist), EDSS ≤ 7.5. Participants

with disturbed mobility for reasons unrelated to multiple sclerosis (e.g. fractures, preg-

nancy, stroke) were excluded. All multiple sclerosis phenotypes were accepted: relapsing-

remitting; primary progressive; and secondary progressive. We analysed 64 participants

with multiple sclerosis and 65 healthy controls statistically matched for age and sex (Ta-

ble 8.1). Participants were informed about the experimental setup and provided written

informed consent in accordance with the Declaration of Helsinki. The study design was

approved by the Ethics Committee of the Faculty Hospital Královské Vinohrady.

Clinical assessment

Participants with multiple sclerosis underwent a set of standardised assessments with the

BBS, the TUG test, MSIS, and MSWS.

Data acquisition

Imaging was performed with a 3 T magnetic resonance scanner (Siemens Trio Tim, Er-

langen, Germany) using a 12-channel phased-array head coil. The protocol consisted

of T1-weighted and T2-weighted anatomical scans, DWI, and rs-fMRI. The parameters

were: DWI: TR 9,100 ms, TE 96 ms, FOV 260 × 211.25 mm, 64 contiguous axial slices,

2 mm thickness, b 0 and 1100 s/mm, 64 gradient directions, voxel size 2.03 × 2.03 ×

2 mm; Resting-State fMRI: BOLD single-shot echo-planar images TR 2500 ms, TE

30 ms, flip angle 70°, 64 × 64 matrix, FOV 192 mm2, 44 contiguous axial slices, 3 mm

thick, 240 volumes, acquisition time 10 min; T1 volumetric imaging: TR 2300 ms, TE

4.63 ms, flip angle 10°, matrix 256 × 256, FOV 256 mm2, 156 contiguous sagittal slices,

1 mm thick.

Data processing

DWI was preprocessed using the FSL tools (FMRIB Software Library v5.0, FMRIB,

Oxford, UK) and MRtrix3 v3.0 rc3 [54]. The data were denoised (dwidenoise) [201],

[288], Gibbs ringing artefacts were corrected (mrdegibbs) [44]. The volumes with low
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Table 8.1: Description of the dataset. All values are listed as medians and ranges. RR
– Relapsing-Remitting, PP – Primary Progressive, SP – Secondary Progressive, EDSS –
Expanded Disability Status Scale, BBS – Berg Balance Scale, TUG – Timed Up and Go
Test, MSIS – Multiple Sclerosis Impact Scale, MSWS – Twelve Item Multiple Sclerosis
Walking Scale

Healthy controls
Women Men All

Number 32 33 65
Age 43 (31-68) 40 (31-68) 41 (31-68)
People with multiple sclerosis

Women Men All
Number 39 25 64
RR/SP/PP 23/14/1 15/6/4 38/20/5
Age 47 (22-70) 43 (29-68) 45 (22-70)
EDSS 4.5 (1.0-6.5) 4.5 (1.5-7.5) 4.5 (1.0-7.5)
BBS 44.0 (15-56) 35.0 (5-56) 42.0 (5-56)
TUG 10.0 (5-27) 13.0 (6-109) 11.0 (5-109)
MSIS 67.0 (63-100) 80.0 (34-114) 72.5 (33-114)
MSWS 34.0 (12-59) 39.0 (25-60) 36.5 (12-60)

quality (visually checked) were discarded. Subsequently, eddy-current-induced distortions

and movement displacement were corrected by the eddy tool. Finally, we generated FA

maps [45], [289] and applied TBSS [48]. We parcellated the resulting skeletonised images

using the white matter ICBM-DTI-81 atlas [290] containing 48 regions and computed the

mean FA for each region, which resulted in 48 FA features per subject.

The fMRI data were preprocessed using a combination of the SPM12 software package

(Wellcome Department of Cognitive Neurology, London, UK); CONN toolbox (McGovern

Institute for Brain Research, MIT, USA) running under MATLAB [146] and FSL routines.

To form FC matrices, we cross-correlated ROI-based BOLD time series from 116 regions

of the AAL atlas [38]. In line with the standard practice, we used the Pearson correlation

coefficient [56], [291], providing 6,670 FC features per subject.

Segmentation of the T1 images into white matter, grey matter, and cerebrospinal

fluid was a part of the CONN pipeline employed for fMRI processing. We computed

the volumes of the GM areas defined by the AAL atlas, having 116 grey matter volume

features per subject. Additionally, the T1 scans were processed using the VBM approach

in CAT12 [292]. The preprocessing was performed using default settings and involved bias-

field and noise correction, segmentation into grey and white matter, and registration using

the DARTEL algorithm to a 1.5 mm isotropic adult template [293]. Total intracranial

volume was estimated and used as a covariate in statistical analyses.
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Analysis

Classical analytical approaches

We initially performed standard analyses on all modalities to identify structural and

functional differences. TBSS skeletons of patients and controls were compared using

permutation testing. The same method was used to identify the areas that would correlate

with clinical scales. Significant results are reported at the 5% significance level, corrected

for multiple testing with TFCE [93]. We compared the differences in FC between the

groups by performing a two-sided non-parametric Mann-Whitney test on each pair of

regions and performed the FDR correction of the obtained p-values. Finally, we assessed

the differences in smoothed grey matter masks between the groups by one-sided two-

sampled t-test (with the presumption of patients having a decrease in grey matter) with

FDR correction.

Classification

For the classification task, we developed two strategies:

• Fisher score as a dimensionality reduction step, classification by support vector

machines (FS-SVM)

• Principal component analysis as a dimensionality reduction step, classification by

logistic regression (PCA-LR)

The first approach uses the SVM classifier that can, in principle, deal with high-

dimensional data, although it may be prone to overfitting, especially when it is combined

with informed feature selection procedure such as the commonly used Fisher score [286].

In this approach, the features are selected into the classifier based on their individual

classification power on the data in the training set. The box constraint (parameter C) for

SVM was fixed to 1.

The latter approach uses a classical linear regression in combination with a small

number of PCA components of the original features. This dimension reduction approach

avoids overfitting by being blind to the patient/control labels. Unlike in the Fisher score

method, the transformation of the data is based on their explained variance in general

and is not influenced by class labels.

For each strategy, we constructed four classifiers: based on FA, FC, grey matter vol-

ume, and their combination, using leave-one-out cross-validation (see Fig. 8.1). All neu-

roimaging features were transformed to z-scores prior to the dimensionality reduction step

and model fitting.



90 CHAPTER 8. TOGETHER AT LAST

To further assess how the classification accuracy depends on the number of features,

we evaluated each classifier for a range of thresholds. For the FS-SVM combination,

we included 1%, 10%, 25%, 50%, 75%, and 100% of the features with the top Fisher

Score. For the low-dimensional PCA-LR, we included one to ten PCA components. We

consider sensitivity, specificity, and overall accuracy as measures of classification quality

and compare the classifiers using the McNemar test. All analyses were conducted using

Matlab [146].

Figure 8.1: A general scheme of the classification pipeline. In every iteration,
one subject is left out. Either Fisher score or PCA is computed on the training dataset,
and the desired transformation (n terms of the number of components or features) is
then applied. The classifier is trained using N-1 subjects and subsequently tested on the
remaining subject. After N rounds, the classification accuracy is evaluated. Full lines on
the image illustrate the data flow, whereas the dashed lines stand for data transformations.

Prediction of the motor impairment

We applied an analogous approach to the prediction of motor impairment. In particular,

we replaced SVM with SVR and logistic regression with linear regression. For dimension-

ality reduction, we sorted the features according to the Spearman correlation with the

predicted scale instead of using Fisher score. The use of PCA based on the variability ex-

plained remained unchanged. In each iteration, we performed a dimensionality reduction

on N-1 patients, constructed a model and predicted the clinical scale score for the remain-

ing patient. Model quality was assessed by the correlation between the prediction and

the original scale. Prior to the regression analysis, Box-Cox normalisation was applied to

the clinical scales. To avoid outlier and nongaussianity effects, Spearman correlation was

employed for the final model fit assessment.
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8.4 Results

TBSS analysis

There were widespread significant differences in the FA between patients and controls. The

FA was higher in controls in 78% of the voxels in TBSS skeleton. For all clinical scales, the

voxel-wise correlation was observed in the expected direction, that is, decreased FA with

higher severity of symptoms (Figure 8.2). 18% of the voxels across the TBSS skeleton

were significantly negatively correlated with the EDSS scale, predominantly in the corpus

callosum, corona radiata, posterior thalamic radiation, and external capsule. In BBS, 40%

of the voxels were significantly positively correlated across the whole skeleton. Finally, 8%

of the voxels were significantly negatively correlated with TUG in the left posterior and

right anterior part of the white matter. A wide but not significant negative correlation

was observed across the whole skeleton in MSIS and MSWS.

Figure 8.2: The results of TBSS analysis. A: TFCE corrected p-values of t-test
between fractional anisotropy of patients and controls, yellow colour represents higher
fractional anisotropy in controls. B: Positive correlation with the Berg balance scale. C:
Negative voxel-wise correlation with the Expanded disability status scale.
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FC analysis and VBM

The comparison of connectivity matrices between patients and control showed a significant

difference in 87 pairs of regions (on 5% level of significance after FDR correction). In 84

cases, the FC was higher in controls. 50 most significantly different pairs are visualised

in Figure 8.3. Finally, the VBM analysis confirmed a significant global decrease in grey

matter volume in patients (Figure 8.4).

Figure 8.3: Functional connectivity changes in multiple sclerosis. 50 pairs of
regions that most significantly differ between patients and controls are shown. Pairs of
regions with higher functional connectivity in controls than patients are drawn in yellow
to red; one pair of regions with higher functional connectivity in patients is drawn in blue.

Figure 8.4: Grey matter changes between patients and controls. Decreases of grey
matter volume in MS patients with respect to controls. To correct for multiple testing
across voxels, thresholding controlling the false discovery rate at 0.05 is applied.
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Classification

All neuroimaging modalities provided information sufficient to build a successful classifier,

with accuracy ranging from 50 to 96 per cent (Fig. 8.5, Table B.1, Table B).

The SVM classifier based on FA performed the best; the baseline classifier consisting

of a single FA feature reached an accuracy of 85%, whereas the accuracy for the full

dataset was 96%. Albeit the accuracy was rising or stable over all the thresholds, the

classifiers consisting of more than 25% of the features did not show significant performance

differences (Fig. 8.5A, Fig. B.1).

The SVM classifiers based on FC or grey matter volume achieved about 70 per cent

accuracy and were not generally improving with the number of features added.

We also assessed the possibility of further improving the classification by combining the

features across modalities. The baseline classifier based on the combination of features

from all modalities (containing 69 features) performed better than the corresponding

classifier based on FA (90% vs 85% respectively); however, with a rising amount of data,

the accuracy declined to 81% (full dataset).

In the low-dimensional PCA-LR approach, models using only the first PCA compo-

nent of FA or grey matter volume reached an accuracy of 78% and 69%, respectively

(Fig. 8.5B). The first component of FC provided insignificant classification; nevertheless,

the third alone reached an accuracy of 70%. The lack of classification power of the first two

components in fMRI suggests that, unlike the previous two modalities, the main source of

variance does not relate strongly to the patients-controls differences. Notably, the three

components with substantial classification power (the first FA, the first grey matter vol-

ume, and the third FC component) were significantly correlated (Spearman correlations:

R(FA, grey matter volume) = 0.6, R(FA, FC) = 0.47, R(grey matter volume, FC) = 0.46).

Therefore the combined model was not more effective.

Moreover, the model consisting of the first, second, and third PCA component of FA

reached an accuracy of 90%, not significantly worse than the full FA data SVM classifier

(p = 0.121). Similarly, the classifiers based on the grey matter volume or FC did not

perform significantly worse than their counterparts in FS-SVM models (except one and

two-dimensional FC models). Nevertheless, their accuracy was inferior to that of FA.

Prediction of the motor impairment

In contrast to the classification for the prediction of motor impairment, the results were

not dominated by the FA. The best results in the SVR prediction were reached when

using the FC features (Fig. 8.6, Table B). Especially for the MSWS scale, the prediction

was consistently significant, reaching up to R = 0.79. The FA and grey matter volume
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Figure 8.5: Classification accuracy of Support Vector Machines classifiers (A)
and Logistic Regression classifiers (B). Overall accuracy (full line), sensitivity
(dashed line with dots) and specificity (dashed line) for different thresholds. Classifiers
based on fractional anisotropy (FA), functional connectivity (FC), and grey matter vol-
ume (GMV) correspond to pink, yellow and green lines, respectively; the classifier based
on the combination of features corresponds to the violet colour.

prediction ability varied with the number of features included and did not exceed R = 0.50

for any combination of feature type, count and clinical scale. The results of PCA in

combination with linear regression complement those reached by SVR (Fig. 8.7, Table B).

While FC components were only successful in predicting the MSWS scale, when using the

grey matter volume features, the low-dimensional model significantly predicted four out

of five clinical scales (EDSS, BBS, TUG, and MSWS).

8.5 Discussion

General results

We have shown multimodal global distributed changes in brain white matter, grey matter

and FC due to multiple sclerosis, generally in line with previous reports in literature

mainly concerning single modalities. Moreover, we have observed significant relation

of the white matter changes, as quantified by FA, to the motor or general impairment

quantified by the BBS, TUG and EDSS scales. Importantly, we were able to assess and

put the strength of these effects to test by constructing “diagnostic” classifiers with up

to 96 per cent accuracy (cross-validated) and predictive models for the motor impairment

from neuroimaging data reaching up to 0.79 correlation with the clinical scales.
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Figure 8.6: The Spearman correlation of the support vector regression models
prediction with the clinical scales. Models based on fractional anisotropy, functional
connectivity, and grey matter volume correspond to the pink, yellow and green lines,
respectively; models based on the combination of all features correspond to the violet
colour.

Classification

In our study, the model using only the regional average of FA in combination with

SVM reached among the highest accuracy yet reported in the literature – 96% (sensitiv-

ity = 98%; specificity = 94%). The performance improved with the features added. These

results justify SVM use for classification based on similar imaging datasets. However, the

accuracy of low-dimensional PCA-LR is also relatively high - a simple three-dimensional

model using the first three FA components reached 90%.

Interestingly, the combined models using FA, FC and grey matter volume were not su-

perior to individual modality models. For SVM, this may be caused by the almost perfect

accuracy for FA diminishing space for improvement. The lack of accuracy improvement in

the low-dimensional scenario is due to the high correlation between the well-performing

components of each modality - the three modalities thus did not provide a synergistic

performance effect.

We observed similar performance of the approaches, contrasting with the commonly

observed dominance of SVM in classification tasks. One might speculate concerning

potential data overfitting in practice due to the class-informed choice of features in com-
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Figure 8.7: The Spearman correlation of the linear regression models prediction
with the clinical scales. Models based on fractional anisotropy, functional connectivity,
and grey matter volume correspond to pink, yellow and green lines, respectively; models
based on the combination of all features correspond to the violet colour.

bination with a small data size - something we avoided by careful design of the pipeline.

From this perspective, we would advocate the use of PCA as a class-independent data

transformation method that is not prone to this type of bias. Moreover, it reduces the

model dimensionality, providing more easily interpretable results.

Zurita et al. also used the SVM approach in combination with the Fisher score feature

selection, reaching 88.9% classification accuracy between patients (EDSS higher than 1.5)

and healthy controls, combining structural and functional connectivity. However, this

classifier used almost 6,000 features, whereas our PCA-based classification reached 89.9%

accuracy using only three. Contrary to our observation, their classification based on

the FA was less accurate than using FC. The dominance of our FA-based model may

stem from using robust regional averages and TBSS skeleton rather than noisy high-

dimensional voxel-wise analysis. Our complementary analysis in which we applied SVM

to the FC matrices generated using the Harvard-Oxford Atlas slightly outperformed the

AAL atlas results, reaching 80% accuracy using 75% of features; still not matching the

values reported [282]; additional investigation with liberal preprocessing only decreased

the performance.

Another study [281] used SC matrices to derive graph-theoretical indices. SVM clas-
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sification using combined features reached 92% precision comparing 12 subjects with

clinically isolated syndrome to 24 healthy controls. While a small sample was analysed,

the results line up with other literature exploring the classification potential of SC graph

using other classification methods [283], [294].

Neuroimaging correlates of motor disability

We did not identify any study that applied ML analysis to explore the relationship of

specialised motor impairment scales and brain imaging, although models have been pro-

posed combining structural, functional and cognitive impairment [295], [296]. Tommasin

et al. [264] reported that general disability (measured through EDSS) had a direct linear

relationship with lesion load, the inverse of thalamic volume, and functional connectivity

in bi-frontal region pairs. With a similar approach and atlas for FC quantification, we did

not observe correlation with EDSS (or other clinical measures) after appropriate multiple

comparison correction. However, the SVR consistently confirmed the significant predic-

tive power of FC, indicating a presence of a more complex, multivariate relationship.

Jakimovski et al. [270] studied the correlation between walking disability (represented by

25 Foot Walk and the expanded TUG) and selected MRI-derived measures and DWI-

measures maps; the DWI measures were not associated with the scales. Using regression

analysis, the best predictor for the expanded TUG proved to be the cortex volume, R2

= 0.176, comparable with our results in TUG (R2 = 0.153 with the first grey matter

volume component). Steenwijk et al. [272] reported partial correlations between different

measures of the corticospinal tract and disability. Although corticospinal tract FA was

correlated neither with EDSS, nor with MSWS, there was a significant correlation for the

cortical thickness of the cortical area connected to it.

Our results indicate that the first principal component of grey matter volume is sig-

nificantly correlated with numerous clinical scales of motor impairment. The same holds

- though to a smaller degree - for the first component of FA. For FC, the first and the

second components played a role in regression, with the most noticeable results in the

MSWS scale. Overall, the results of PCA-LinR are more reliable than those obtained by

the SVR. The prediction quality did not vary significantly with dimensionality, whereas

the SVR prediction using the FA and grey matter volume features varied depending on

the number of features.

Classification of phenotypes

The study included numerous phenotypes of multiple sclerosis. Acknowledging that there

are structural differences between the subtypes [296]–[299], we further investigated the



98 CHAPTER 8. TOGETHER AT LAST

SVM’s ability to separate the relapsing-remitting and the secondary progressive group.

The highest accuracy of the FS-SVM classifier was using all the grey matter volume

features – 75.9% (sensitivity 64.0%, specificity 81.6%). Considerable successes have been

reported by groups which based the classifier on the graph representation of structural

connectivity and combined the information with either SVM or graph CNN [281], [283],

albeit the insufficient sample size calls for further research.

Limitations

The application of ML methods in neuroscience is generally limited by sample size. We

analysed 64 multiple sclerosis patients and 65 healthy controls, which is a considerable

size in this area of research. Nevertheless, the group of multiple sclerosis patients was not

homogeneous in terms of the phenotype, potentially decreasing the classification power

and accuracy of the regression models. Importantly, we took transparent precautions not

to overfit the models; in particular, feature selection was carried out in a manner blind

to the labels in the testing set. On the other hand, the degree of patients’ impairment

was, on average, higher than in other studies, which makes this project unique but also

warrants caution when interpreting the comparison with other works in the classification

task.

However, beyond the numerous advantages, there are limitations associated with ML

applications. For SVM, the biggest concern may be associated with the dimensionality of

the FC. The number of support vectors rose drastically with the number of features added

to the model; nevertheless, the accuracy remained unchanged and inferior to the FA. The

same applies to the PCA, where there were substantial differences between the variability

explained by the first component among the three modalities. While the first component

of grey matter volume explained 71.7%, for FC, it was only 8.6%. Thus, while we can

generally recommend using logistic regression combined with prior dimension reduction

by PCA, selecting the first component is not necessarily optimal.

Finally, in this work, we focused on the comparison of two specific analytical pipelines,

for which we presented the results. However, as is the case in most data-oriented work,

it is possible that better performance could be achieved using different algorithms. For

example, as suggested by one of the reviewers, methods with regularisation might be

applied, reducing the need for dimensionality reduction, although also making it more

challenging to control for the number of features included. To explore this direction, we

performed logistic regression with the LASSO regularisation known for the sparsity of its

solutions; the observed performance is comparable to that logistic regression run on the

PCA variables (Table B).
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8.6 Conclusion

In this work, we conducted a multimodal analysis of neuroimaging data, investigating

tasks of increasing complexity – from classification to prediction. Our approach stemmed

from multimodal integration techniques (discussed in Chapter 3), as we aimed to combine

three imaging modalities, making it a relatively novel and challenging task.

For each modality, we designed unique features, which were used for the application

of multimodal ML models showing that the use of the synergy between the modalities

remains a challenge in current settings, both due to potential redundancy between the

features and problems with increasing the dimension of the feature set. Nevertheless, we

showed that the white matter changes are specific and sensitive enough to provide 96%

accuracy in recognising patients from healthy controls. We further proposed an approach

to construct low-dimensional classifiers with competitive performance, paving the way for

robust and interpretable clinical tools.

Finally, we fitted pr edictive models for the motor disability in multiple sclerosis, sug-

gesting that while the disease itself is most apparent in decreased white matter integrity,

the functional motor changes may indeed be more reflected by the accumulated cortical

atrophy and changes in functional connectivity. These insights emphasise the significance

of considering both structural and functional neuroimaging data in understanding motor

disability.
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Chapter 9

From neurological to psychiatric

9.1 Disclaimer

This chapter presents ongoing work in collaboration with the National Institute of Mental

Health of the Czech Republic and the University of Pennsylvania. I would like to thank my

collaborators, who made the data available to me and offered me the resources necessary

for appropriate analysis: Filip Španiel, Christos Davatzikos, and Jaroslav Hlinka.

9.2 Introduction

In the preceding chapter, we successfully developed classifiers to differentiate between

multiple sclerosis patients and healthy controls. Furthermore, we identified specific neu-

roimaging features that correlated with the level of motor disability. Nevertheless, we

encountered a unique situation in the classification task. Specifically, the dominance of

information carried by the DWI modality hindered the efficiency of multimodal integra-

tion. Despite this observation, other diseases may benefit more from multimodal analysis.

Neuropsychiatric diseases, such as schizophrenia, lack distinct neuroimaging profiles,

thus presenting an opportunity for more promising multimodal fusion. Schizophrenia is a

neurodevelopmental disorder with an onset typically occurring between 18 and 25 years of

age [300]–[302]. The clinical presentation of the disease varies, with symptoms categorised

into positive (e.g., paranoid delusions, auditory hallucinations) and negative (e.g., emo-

tional withdrawal, lack of spontaneity) [303]. The precise aetiology is still unknown, but

a combination of genetic and environmental factors is believed to be involved [304]–[308].

Despite significant clinical presentation, schizophrenia lacks definite and unique struc-

tural neuroimaging biomarkers, and the brain changes that occur are poorly understood.

A meta-analysis of 246 neuroimaging studies focusing on 14 distinct brain structures un-

veiled significant differences in total brain volume, grey matter volume, particularly in
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the frontal, prefrontal, and temporal lobes, and subcortical structures, such as smaller

hippocampal volume. Notably, the most prominent effect sizes were associated with ven-

tricular volume [309]. Longitudinal studies further supported the findings of grey matter

loss and cortical thinning in children with schizophrenia as well as older patients [310],

[311]. To this end, our analysis of longitudinal changes in first-episode schizophrenia

aligns with these results, revealing thinner grey matter in patients compared to controls.

However, we also observed a normalisation of grey matter thickness within the first year

of treatment. For more detailed insights on this topic, refer to the following Chapter 11.

To gain a better understanding of the disease, some studies have explored the hetero-

geneity of symptoms to identify neuroimaging subtypes, resulting in the discovery of two

distinct phenotypes [312]–[314]. However, the relationship between these phenotypes and

the clinical profile remains unclear.

A significant breakthrough in schizophrenia research emerged with the adoption of

connectomics approaches, which revealed widespread functional connectivity deficits as-

sociated with the disease [315]. Some functional connections have even been linked to

anatomical changes, although the relationship between brain structure and function re-

mains poorly understood. Furthermore, a systematic review identified abnormalities

within and between regions of two functional networks [316], [317]. Nevertheless, sim-

ilar to the case of structural changes, these functional abnormalities showed no direct

links to cognition, leading to the hypothesis that they underlie mechanisms shared across

various cognitive functions.

Heterogeneous symptoms of schizophrenia and the lack of neuroimaging signatures

make it a perfect candidate for multimodal analysis. Indeed some research was already

done to this end, especially in the domain of classification [318]–[323]. The combination of

modalities varies widely among studies, with some incorporating task and rs-fMRI [322],

while others integrate MEG with rs-fMRI [318], [319], or only combine structural and dif-

fusion data [321]. Additionally, in terms of analytical approaches, the studies employed a

broad spectrum, ranging from ridge regression to gradient-boosting random forests. It is

essential to acknowledge that the studies significantly differ in terms of participant num-

bers and inclusion criteria, with only [321] and [323] focusing exclusively on first-episode

schizophrenia cases. Nonetheless, a common thread among them is their achievement of

final accuracies hovering around 80%.

This work aims to apply the classification methodology developed in the previous chap-

ter to neuroimaging features derived from our dataset of 142 first-episode schizophrenia

patients. Through this analysis, we hope to gain further insights into the potential of

multimodal fusion in understanding and characterising schizophrenia.
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9.3 Materials and methods

Participants

The clinical data used for the analysis were part of the Early Stages of Schizophrenia

study [324]. We analysed data from 142 patients in the early stages of schizophrenia (51

females) and 84 controls (52 females). Patients and controls had on average age of 27 and

29 years, respectively. The average length from diagnosis to scanning was, on average,

one month (std = 10).

Participants needed to be above 18 years of age and experiencing their initial psy-

chiatric hospitalisation to be included in the study. They were diagnosed with either

schizophrenia or acute and transient psychotic disorders and had untreated psychosis for

less than 24 months. Upon admission, patients received medical treatment under their

physician’s guidance. Those with psychotic mood disorders were not part of the study.

Healthy controls over 18 years of age were recruited through advertisements unless:

They had a personal history of any psychiatric disorder or had a positive family history

of psychotic disorders in first- or second-degree relatives. Individuals from either group

(patients or controls) with a history of neurological or cerebrovascular disorders or any

MRI contraindications were excluded from the study.

The study was carried out in accordance with the latest version of the Declaration

of Helsinki. Its design was reviewed and approved by the Research Ethics Board of the

National Institute of Mental Health in Klecany, Czech Republic. Each participant received

a complete description of the study and provided written informed consent.

Data acquisition

The data acquisition took place at the National Centre of Mental Health in Klecany, Czech

Republic, using a Siemens MAGNETOM Prisma 3 T. Acquisition parameters for T1-

weighted images using the MPRAGE sequence included 240 scans, with a slice thickness

of 0.7 mm, RT of 2,400 ms, ET of 2.34 ms, inversion time of 1,000 ms, flip angle of 8°,

and acquisition matrix of 320× 320 mm2. For Resting-State fMRI, BOLD single-shot

echo-planar images, the parameters were TR = 2,500 ms, TE = 30 ms, flip angle =

70°, 64 × 64 matrix, FOV = 192 mm2, 44 contiguous axial slices, each 3 mm thick, 240

volumes, with an acquisition time of 10 minutes. For DWI, the parameters were TR =

8,200 ms, TE = 83 ms, flip angle = 90°, matrix = 98 × 98, FOV = 260 × 211.25 mm2,

57 contiguous axial slices, each 2 mm thick, with b values of 0, 1,100, and 2,500 s/mm,

64 gradient directions, and a voxel size of 2 × 2 × 2 mm3.
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Data processing

The image processing followed procedures similar to those detailed in the preceding Chap-

ter 9, employing the CONN and CAT12 toolboxes for functional and structural data

preprocessing, respectively.

In terms of generated features, we used the average of DARTEL-registered structural

images across regions of the AAL atlas. For fMRI, an FC matrix was constructed across 90

cortical regions of the AAL atlas. Additionally, the ALFF was computed, which has been

noted to show differences in individuals with schizophrenia [58]. The advantage of ALFF

lies in its lower dimensionality compared to functional connectivity and its potential to

capture distinct information from that contained in FC.

For DWI data, a slightly different preprocessing pipeline was applied. DWI data under-

went denoising [201] and reduction of Gibbs ringing artifacts [44]. Susceptibility-induced

distortion was estimated by combining DWI data acquired with opposite phase encod-

ing directions [325], [326]. The motion correction, including within-slice movement, eddy

current-induced distortion, and outlier replacement, was performed using the eddy_cuda

program [43]. The methods were a part of FSL [327] and MRtrix3 software [54].

Similarly to the previous chapter, the average FA across the JHU atlas was computed.

Additionally, MD was calculated across the AAL atlas. Although the usage and inter-

pretation of diffusivity features across grey matter is currently a topic of discussion, the

inclusion of MD aimed to capture sensitivity to early microstructural cortical changes in

grey matter, which was previously successfully used for Alzheimer’s disease [328].

Analysis

The initial classifier followed the methodology of the preceding chapter, albeit with subtle

modifications that took into account the specifics of the current dataset. Our validation

process involved k-fold validation with k = 40 folds, maintaining a class ratio within each

fold. Additionally, for evaluation we used balanced accuracy instead of the conventional

accuracy or ROC metric to counteract any class imbalance.

We also introduced an additional integration strategy compared to the multiple scle-

rosis study. Unlike the previous approach centred on feature integration, this strategy

operated at the classifier level. Specifically, we combined the classification scores from all

three individual classifiers, summing these scores to derive the final score.

Regarding feature design, the first classifier resembled that of previous section, allow-

ing for the comparative evaluation of its performance across diverse health conditions;

however, we also designed a separate classifier containing features tailored to this condi-

tion (i.e., MD, FC, and ALFF).
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9.4 Results

The initial SVM classifiers using features designed in the preceding chapter yielded the

highest balanced accuracy of 78.3% for the voting strategy. This performance surpassed

that of the best-performing unimodal classifier, which, in this instance, was based on

FC (achieving 75.1% accuracy with the inclusion of the top 10% most discriminative

features). Notably, the remaining two types of features – FA and grey matter volume,

showed inferior performance and a lack of significant discriminatory capability.

When combining the schizophrenia-specific features, MD displayed a significant dis-

criminatory potential, which was reflected in increased accuracy within the voting strat-

egy, reaching 79.3%. Moreover, the performance of SVM remained relatively consistent

regardless of the incremental addition of features.

The combined strategy involving PCA and logistic regression yielded results compa-

rable to the SVM approach. FC maintained its dominance as the most effective feature,

although the outcomes were more influenced by the number of incorporated components.

It’s worth noting that dimensionality reduction did not significantly improve the perfor-

mance of FA, which remained underwhelming. In contrast, the classifier based 20 com-

ponents of grey matter volumes achieved a balanced accuracy of 63%, which is reflected

in the superiority of the voting approach over FC alone.

Finally, the best-performing classifier configuration was achieved through a voting en-

semble composed of MD, FC, and ALFF classifiers, each of 20 PCA components, reaching

a balanced accuracy of 80.8%. Interestingly, although the accuracy of FC-based classifiers

was lower than in the SVM approach due to the enhanced performance of the remaining

features, the voting strategy surpassed the efficacy of each modality.

9.5 Discussion

In this work, we decided to extend our exploration of the multimodal integration ap-

proach we previously employed for distinguishing between healthy controls and patients

with multiple sclerosis. This time, we focused on a more intricate problem - the classifi-

cation between healthy controls and individuals with a psychiatric disorder, specifically

schizophrenia. This task posed greater complexity due to the fact that our cohort of pa-

tients was scanned shortly after their diagnosis, a time when distinct structural changes

in the brain might not yet be prominently evident. Nevertheless, considering our aim to

design neuroimaging biomarkers, it is essential to confront this task, as this is the very

scenario to which such biomarkers would eventually be applied.

As anticipated, the outcomes of our classifiers significantly differed from those obtained
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Figure 9.1: The results of classifiers. A: The SVM classifiers based on: FA — frac-
tional anisotropy, FC — functional connectivity, GMV — grey matter volume, all —
combination of all three, and the voting strategy. B: The SVM classifiers based on:
MD — mean diffusivity, FC — functional connectivity, ALFF — the amplitude of low-
frequency fluctuations, all — combination of all three, and the voting strategy. C: The
logistic regression classifiers based on: FA — fractional anisotropy, FC — functional con-
nectivity, GMV — grey matter volume, all — combination of all three, and the voting
strategy. D: The logistic regression classifiers based on: MD — mean diffusivity, FC
— functional connectivity, ALFF — the amplitude of low-frequency fluctuations, all —
combination of all three, and the voting strategy. E: Details of classification scores which
enter the voting strategy, depicted for logistic regression classifiers containing 20 PCA
components.

in the context of multiple sclerosis. Primarily, fMRI emerged as the modality with the

highest discriminatory capacity in schizophrenia classification. This observation aligns

with the current narrative of schizophrenia as a disorder primarily rooted in disrupted

(functional) connectivity [329]. Especially the rs-fMRI has been shown to be altered
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in schizophrenia, with robust reductions also observed in other schizophrenia spectrum

disorders [330].

In contrast to prior reports, the ALFF features exhibited a comparatively modest per-

formance, with balanced accuracy hovering around 60%. This outcome may be partially

attributed to the fact that the decrease in ALFF is reported mostly regionally and hetero-

geneously across the brain in the areas of bilateral postcentral gyri, occipital, sensorimotor

cortices and others [331]–[333]. Consequently, this heterogeneity of ALFF changes across

individuals might hinder its efficacy as a robust classifier. Nevertheless, it still increased

the performance of the voting strategy.

Additionally, MD emerged as another efficient feature for classification, achieving an

impressive balanced accuracy of almost 70% with just 10 PCA components. While MD

has not been commonly used for schizophrenia classification, its extensive usage within

Alzheimer’s disease research further highlights its potential in differentiating clinical con-

ditions [334]–[336].

Regarding the integration strategies, the inclusion of PCA components in the order of

explained percentage of variance showed a trend similar to that observed in the context of

multiple sclerosis. Its results largely aligned with the performance of the best-performing

individual feature. This suggests that this criterion might not be optimally suited for fea-

ture integration. An additional integration technique was also applied, involving a single

PCA performed on the entire feature set, followed by selecting the first n-components for

classification. However, due to the highly comparable outcomes to the initial integration

approach, these results have been omitted for the sake of conciseness.

Surprisingly, the voting strategy achieved remarkable results and holds potential for

further enhancement by combining classifiers with varying numbers of features to partici-

pate in the voting process. For clarity, the voting here was exclusively based on classifiers

with the same quantity of features. However, Figure 9.1D suggests that certain classifiers,

such as the MD classifier with ten features, could potentially benefit the strategy.

To gain insight into the enhanced performance of the voting strategy, a scatter plot

of scores from individual classifiers is presented in Figure 9.1E. Across various feature

combinations, we observe mild to moderate separability coupled with some degree of

correlation. The correlation coefficient between FC and MD scores is 0.29, while FC and

ALFF exhibit a correlation of 0.27. Remarkably, MD and ALFF scores are not correlated

(R = 0.04). This indicates that each classifier captures distinct information (to some

extent), implying their potential to complement one another within a voting strategy.

Arguably, the methods we used for feature integration leveraged simplicity and more

complex algorithms could be able to disentangle specifics of patients and controls more

precisely. To check this, we used the AutoGluon-Tabular python package, which allows
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for the construction of a diverse set of deep learning models [337]. We ran the default

Tabular pipeline, automatically constructing 14 models. Balanced accuracy across 40

folds, where 20% of the data was used for testing, is shown in Figure 9.2. No algorithm

outperformed our approach, although more tuning may be needed to fully exploit the

potential of deep learning models.

Figure 9.2: AI models constructed using mean diffusivity, functional connectiv-
ity and amplitude of low-frequency fluctuations features.

The outcomes of the most successful classifier, namely the voting strategy integrating

three classifiers, each comprising 20 PCA components corresponding to their respective

modalities, are comparable to the current state of the art. For instance, Zhuang et al.

combined structural, functional, and diffusion data through SVM, yielding an accuracy

of 82% [323]. This study aligns closely with ours regarding dataset age, which aver-

aged 27 years. In another study, Liang et al. also investigated the data of first-episode

schizophrenia patients, combining grey matter features, FA, and MD (in white matter)

using gradient-boosting trees, reporting accuracy of 75% [321]. A more intricate approach

by Hu et al. on an older cohort entailed a naive 3D convolutional network utilising struc-

tural and diffusion images, achieving an accuracy of 81% [338]. While making direct

comparisons between studies can be complex due to cohort variations, particularly in

terms of the duration since diagnosis, these findings underscore the ongoing challenge of

identifying reliable biomarkers for schizophrenia.

As mentioned at the beginning, this project is an ongoing work, and further explo-

ration is required before drawing definitive conclusions about the feasibility of classifying

first-episode schizophrenic patients. We might identify other features with significant

discriminatory potential; for instance, surface features could be more sensitive to early

grey matter changes than the volumetric features we used. Alternatively, SC might prove

more sensitive to white matter alterations compared to the FA. In addition, we should

also explore pure fusion methods. However, their drawback is the focus on enhancing the

signal-to-noise ratio by designing features that correlate across modalities. While effec-
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tive, this approach overlooks the unique information embedded in specific features, which

could be valuable for classification, as shown by the minimal correlation between ALFF

and MD scores.

Finally, the natural progression of the classification task is the domain of prediction.

In forthcoming investigations, we intend to develop a predictive algorithm aimed at fore-

casting the future cognitive status of patients based on their neuroimaging signatures.

9.6 Conclusion

In summary, this study extended the multimodal integration approach from the previous

chapter to the more intricate task of early-stage schizophrenia classification. Our findings

revealed that features based on fMRI discriminate the best, with FC being more effective

than ALFF. Additionally, MD in grey matter showed considerable potential, though its

application in this context has so far been limited. Furthermore, despite the simplicity

of our integration strategies, the voting approach achieved promising results comparable

with state-of-the-art classifiers.
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Chapter 10

Intermezzo – more data!

One of the major challenges of incorporating AI into neuroimaging research is the scarcity

of large-scale datasets required for training complex AI models. The high dimensionality

of neuroimaging data necessitates a substantial amount of data to effectively train AI

algorithms. Unfortunately, no single institution possesses a sufficiently diverse and high-

quality dataset to construct such models independently. Therefore, data sharing has

become indispensable. However, the field has faced reluctance to embrace data sharing

for various reasons, including the financial burden associated with data acquisition and

unresolved concerns regarding subject anonymisation.

Fortunately, recently, there has been a recognition of the importance of data sharing,

leading to the emergence of consortia and databases aimed at fostering collaborations and

facilitating data sharing across multiple scanning sites. Some databases are freely acces-

sible, while others require written consent, active collaboration, or payment. Moreover,

it is increasingly considered good practice to publish accompanying code and provide

metadata (such as neuroimaging features) along with research publications.

Nevertheless, one might argue that due to the abovementioned challenges, researchers

may be hesitant to share raw neuroimaging data that others could potentially use. To

address this concern, academic journals have introduced a new type of publication known

as “data papers” or “data reports” to incentivise researchers to publish articles alongside

their raw data. Nature itself introduced a new brand journal into the family in 2016

titled Scientific Data, devoted solely to this purpose (although the topic is not specific to

neuroimaging). The articles typically include discussions on the data acquisition process,

recognition of previous work conducted with the data, and presentation of initial statistical

analyses. Additionally, researchers may provide data at various preprocessing stages,

ranging from raw to final extracted features. Thus, any further use of the data is properly

cited, with the data owners having well-deserved recognition and researchers new data

source.
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We firmly believe in the importance of publishing data and accompanying code, which

is why, in addition to our research endeavours, we have also published data papers and

made second-level features for most of our works available. Here, we briefly describe two

of our data papers as examples.

10.1 The impact of physical therapy in multiple scle-

rosis

Our first data paper titled: “Open Access: The Effect of Neurorehabilitation on Multiple

Sclerosis—Unlocking the Resting-State fMRI Data” by Bučková et al. was published in

2021 in Frontiers in Neuroscience [339].

This article was complementary to our previous work on multiple sclerosis, which

focused on cross-sectional classification and prediction results and was described in Chap-

ter 8. However, that particular research branch originated from a larger project aimed

at examining the effects of rehabilitation on multiple sclerosis, specifically on the neu-

roimaging features of individuals with the disease. While the clinical aspects and ob-

served changes were addressed in a separate article [340], we noticed a significant scarcity

of independent datasets for validating our findings. As a result, we decided to publish the

raw fMRI time series of 60 individuals with multiple sclerosis, acquired before and after

two months of neuroproprioceptive “facilitation and inhibition” treatment.

10.2 Ready-to-use structural connectivity data

Our second data paper was titled: “Human brain structural connectivity matrices–ready

for modelling” by Škoch et al. and was published in 2022 in Scientific Data [341].

In contrast to the previous article, this paper emphasised the significance of second-

level features rather than the raw data itself. Many researchers who focus on mathematical

modelling but lack experience analysing neuroimaging data need prior information to

model brain connectivity effectively [342]. It is crucial for these researchers to have access

to such information to accurately represent the measured data in their models. Therefore,

we decided to publish structural connectivity matrices of 88 healthy subjects alongside

the raw data and a functioning pipeline for reproducibility purposes.
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Back to the future – longitudinal

normative modelling

11.1 Disclaimer

An original version of this work is currently under review (August 2023) in IEEE Trans-

actions on Medical Imaging, under the title: Using normative models pre-trained on

cross-sectional data to evaluate longitudinal changes in neuroimaging data. It was also

published on bioRxiv prior to submission [343]. I would like to express my gratitude to

my coauthors: Charlotte Fraza, Rastislav Rehák, Marián Kolenič, Christian Beckmann,

Filip Španiel, Andre Marquand, and Jaroslav Hlinka.

11.2 Introduction

The issue of inter-individual differences is one of the cornerstones of this thesis. It signifies

the shift from pure statistics to machine learning, from global averages to subject-level

prediction. And indeed, so far, the level of an individual was mostly addressed in the

final analytical stage – the classification or prediction algorithm. However, as outlined

in the final theoretical Chapter 5, which discussed the confounders, individual variability

shouldn’t only be considered on the level of analysis because their unique factors come

to play sooner when controlling for variables like age, sex, scanning site and others. To

this end, we introduced normative modelling as a promising technique and highlighted

the advantages of pre-trained normative models.

This work dealt with the analysis of longitudinal datasets and aimed to accurately

determine the significance of temporal changes observed in the brain. However, we noticed

a lack of analytical methods tailored to this specific challenge. Consequently, we aimed to

extend the applicability of pre-trained normative models to longitudinal data, offering a
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novel approach to address inter-individual differences and reliably estimate the temporal

dynamics of brain changes.

Longitudinal neuroimaging studies provide a unique opportunity to gain insight into

the temporal dynamics of a disease, over and above the insights offered by cross-sectional

studies. Efforts to acquire these datasets are non-trivial and require substantial time

and funding while accounting for problems inherent to longitudinal studies, such as the

dropout of subjects between time points, standardisation over multiple clinical centres,

and changes in imaging technology over time. Considering this challenging task, it is of

great consequence to have tools to analyse them effectively whilst also using more widely

available cross-sectional data to refine inferences.

Despite the importance of having suitable tools for longitudinal data analysis, the de-

velopment of appropriate methods is relatively scarce. Even though recent advances in the

acquisition and publication of large neuroimaging datasets [344], [345] have significantly

improved our understanding of population variation, the developed methodologies are

largely focused on the cross-sectional nature of the data [346]. Indeed, these methods are

essential for characterising individual differences; however, the vital factor of longitudinal

change is largely neglected. Consequently, efforts should be made to tailor the standing

methods modelling population variation for a longitudinal context to advance our un-

derstanding of disease progression, which is currently modelled mostly by mixed-effects

models [347].

Longitudinal studies are conceptually well suited for normative modelling since they

analyse individual trajectories over time. If adjusted appropriately, normative models

could improve predictive accuracy and identify patterns of change, thereby enhancing our

understanding of the disease. In contrast to traditional statistical methods that estimate

the average change in the group, normative models could estimate individual deviations

from healthy trajectories. This comprehensive approach would take into account both

population heterogeneity and confounders, thus providing a more nuanced understanding

of change over time.

Normative modelling is a relatively new area of research, and thus, despite its potential,

longitudinal normative models have not been extensively explored [125], [348]. Indeed,

virtually all large-scale normative models released to date are estimated on cross-sectional

data [125], [127] and a recent report [348] has provided empirical data to suggest that such

cross-sectional models may underestimate the variance in longitudinal data [348]. How-

ever, from a theoretical perspective, it is very important to recognise that cross-sectional

models describe group-level population variation across the lifespan, where such group-

level centiles are interpolated smoothly across time. It is well-known in the pediatric

growth-charting literature (e.g., [349]) that centiles in such do not necessarily correspond
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to individual level trajectories, rather it is possible that individuals cross multiple centiles

as they proceed through development, even in the absence of pathology. Crucially, classi-

cal growth charts and current normative brain charts provide no information about how

frequent such centile crossings are in general. In other words, they provide a trajectory

of distributions, not a distribution over trajectories. There are different approaches to

tackle this problem in the growth charting literature, including the estimation of “thrive

lines” that map centiles of constant velocity across the lifespan and can be used to declare

“failure to thrive” at the individual level see (e.g., [349]) for details. Unfortunately, this

approach requires densely sampled longitudinal neuroimaging data to estimate growth

velocity, which are currently unavailable across the human lifespan. Therefore, in this

work, we adopt a different approach based on estimates of the uncertainty in the cen-

tile estimates themselves together with the uncertainty with which a point is measured

(e.g., bounded by the test-retest reliability, noise etc.). By accounting for such variability,

this provides a statistic to determine whether a centile crossing is large enough to be

statistically different from the base level within the population.

We stress that our aim is not to build a longitudinal normative model per se. Con-

sidering the much greater availability of cross-sectional data relative to longitudinal data,

we, instead, leverage existing models constructed from densely sampled cross-sectional

populations and provide methods for applying these to longitudinal cohorts. We argue

that although these models lack explicit intra-subject dynamics, they contain sufficient

information to enable precise assessments of changes over time. Nevertheless, including

longitudinal data into existing models largely estimated from cross-sectional data is also

an important goal and can be approached with hierarchical models [350]; however, we do

not tackle this problem here.

Our approach requires (i) a probabilistic framework to coherently manage uncertainty

and (ii) cross-sectional models estimated on large reference cohort to accurately esti-

mate population centiles. To this end, we utilise the Warped Bayesian linear regression

normative model [124] as a basis for our work. Training these models requires signifi-

cant amounts of data and computational resources, limiting their use for smaller research

groups. However, the availability of pre-trained models has made them more accessible

to researchers from a wider range of backgrounds, as reported by Rutherford et al. [127].

In summary, we propose a framework for using pre-trained normative models to eval-

uate longitudinal studies. We briefly present the existing model and derive a novel set of

difference (“z-diff ”) scores for statistical evaluation of change between measurements. We

then describe its implementation and showcase its practical application to an in-house lon-

gitudinal dataset of 98 patients in the early stages of schizophrenia who underwent MRI

examinations shortly after being diagnosed and one year after.
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11.3 Materials and methods

Model formulation

Original model for cross-sectional data

The original model [124] we use for pre-training is developed for a cross-sectional database

Y = (ynd) ∈ R
N×D and X = (xnm) ∈ R

N×M , where ynd is the d-th Image-Derived

Phenotype (IDP) of the n-th subject and xnm is the m-th covariate (e.g., age or sex) of

the n-th subject.

The IDPs are treated separately, so we focus on a single IDP d. To simplify notation,

this IDP-specific index is dropped, and we denote y = (y(1), . . . , yN)T . The observations

are assumed to be independent (across n). We model the distribution of ϕ(yn) conditional

on exogenous variables xn = (xn1, . . . , xnM)T , vector of parameters w, and a hyper-

parameter β as

ϕ(yn)|xn;w; β ∼ N (wTφ(xn), β−1), (11.1)

where:

• ϕ(yn) is the original variable yn transformed by a warping function ϕ, which is

parametrised by hyper-parameters γγγ (e.g., composition of SinhArcsinh warping

functions, which performed well in prior work [124]); this transformation is used

to accommodate non-Gaussian errors in the original space of dependent variables;

• φ(xn) ∈ R
K is a common B-spline basis expansion of the original independent

variables xn (specifically, cubic splines with three evenly spaced knot points [124])

to capture non-linear relationships, appended with site dummies to accommodate

site level effects;

• β is a precision of measurements treated as a hyper-parameter (the framework in

[124] also allows for site-specific precision terms, which we don’t use here).

We write this as

ϕ(yn) = wTφ(xn) + εn, εn ∼ N (0, β−1), (11.2)

where εn are independent from xn and across n. We further denote ΛΛΛβ = βI ∈ R
N×N and

the design matrix Φ = (φ(xn)k) ∈ R
N×K .

The estimation of parameters w is performed by empirical Bayesian methods. In

particular, prior about w

N (0,Λ−1
α ), Λα = αI (11.3)
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is combined with the likelihood function to derive the posterior

w|y,Φ;α, β,γγγ ∼ N (w̄,A−1), (11.4)

A = ΦTΛβΦ + Λα, (11.5)

w̄ = A−1ΦΦΦTΛβy. (11.6)

The hyper-parameters α, β,γγγ are estimated by maximising the warped marginal log-

likelihood.

The predictive distribution of ϕ(y) for a subject with x is

N (w̄Tφ(x), φ(x)TA−1φ(x) + β−1). (11.7)

Finally, the z-score characterising the position of this subject within a population is

z =
ϕ(y) − w̄Tφ(x)√

φ(x)TA−1φ(x) + β−1
, (11.8)

where ϕ(y) is the realized warped observation of IDP d for this subject.

Note that formulae (11.7) and (11.8) implicitly evaluate only (potentially new) subjects

measured at sites already present in the original database y, Φ. If we want to evaluate

subjects measured at a new site, we will have to run an adaptation procedure to account for

the effect of the new site. This adaptation procedure is described elsewhere and is readily

accessible for use online (see [127]). In short, a sample of a reference (healthy) cohort

measured on the same scanner as the population of interest is needed to accommodate a

site-specific effect. Using the reference cohort, the parameters of the original pre-trained

model are adapted and only then the sample of interest is analysed (Figure 11.1).

In the following section, we develop a procedure that allows us to extend the original

cross-sectional framework pre-trained on database y, Φ to a new longitudinal dataset for

evaluation of changes in regional brain thickness.

Adaptation to longitudinal data

We aim to adapt the original model [124], leveraging its pre-trained parameters, to design

a z-score (for clarity further referred to as z-diff score) for a change between visits, based

on which we could detect large changes in regional brain thickness.

To utilise the normative model of the healthy population pre-trained on cross-sectional

data in the longitudinal setup, we have to make an assumption about the trajectory of

healthy controls. The natural first approximate assumption is that a healthy subject does

not deviate substantially from their position within the population as time progresses, so
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the observed position changes between the visits of a healthy control subject are assumed

to stem from observation noise (due to technical or physiological factors) and are there-

fore constrained by the test-retest reliability of the measurement. Note that this does not

imply that a healthy subject does not change over time, but rather change that occurs

follows approximately the centile of distribution at which the individual is placed. We ac-

knowledge that this is a relatively strong assumption, but it is reasonable to assume that

a subject’s brain activity or structure will remain relatively stable over short time periods

(years, but not necessarily decades), and any significant changes in the pattern compared

to the normative reference database may indicate disease progression or response to inter-

vention [123]. Also, it is very important to recognise that this model does not constrain

a given subject to follow a population-level centile trajectory exactly because the model

includes an error component (ξ(i)) that allows for individual level deviations from the

population centile.

We connect to the cross-sectional model by invoking the above assumption through

reinterpretation of the error term ε ∼ N (0, β−1). In particular, we decompose it to a

subject-specific factor η and a measurement error ξ(i) in the i-th visit. While η is con-

sidered constant across the visits (of a healthy cohort subject) and captures the subject’s

position within the population, ξ(i) is specific for the i-th visit and captures a combination

of movement, acquisition, processing noise, etc. Hence, the model for the i-th visit of a

subject with given covariates x(i) is

ϕ(y(i)) = wTφ(x(i)) + η + ξ(i) (11.9)

η ∼ N (0, σ2
η)

ξ(i) ∼ N (0, σ2
ξ )

β−1 = σ2
η + σ2

ξ

where η, ξ(i), and x(i) are mutually independent for a given i, and ξ(i) and ξ(j) are inde-

pendent for i ̸= j. Note that we dropped the subject-specific index n introduced in (11.1).

This change in notation should force the reader to distinguish between data used for train-

ing the original pre-trained model and a new set of longitudinal data that is going to be

used for estimating the longitudinal change.

In our longitudinal data, we are interested in the change for a given individual across

two visits. According to model (11.9), the difference in ϕ(y) between visits 1 and 2,

ϕ(y(2)) − ϕ(y(1)), for a subject with covariates x(1) and x(2) is given by

ϕ(y(2)) − ϕ(y(1)) = wT [φ(x(2)) − φ(x(1))] + ξ(2) − ξ(1) (11.10)
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with ξ(2) − ξ(1) ∼ N (0, 2σ2
ξ ). We use the posterior distribution of w (and hyperparame-

ters α, β,γγγ) estimated on the original cross-sectional database y,Φ [124]. Therefore, the

posterior predictive distribution for the difference ϕ(y(2)) − ϕ(y(1)) for our subject is (for

more detailed derivation, please refer to the supplement C)

N
(
w̄T [φ(x(2)) − φ(x(1))], [φ(x(2)) − φ(x(1))]TA−1[φ(x(2)) − φ(x(1))] + 2σ2

ξ

)
. (11.11)

Finally, the z-score for the difference in ϕ(y) between visits 1 and 2 is

zdiff =
[ϕ(y(2)) − ϕ(y(1))] − w̄T [φ(x(2)) − φ(x(1))]√

[φ(x(2)) − φ(x(1))]TA−1[φ(x(2)) − φ(x(1))] + 2σ2
ξ

, (11.12)

where ϕ(y(2))−ϕ(y(1)) is the realized change in the warped observations of IDP d for this

subject. Since this zdiff score is standard normal for the population of healthy controls,

any large deviations may be used to detect suspicious changes.

The primary role of adaptation of the pre-trained cross-sectional model to longitudinal

data is to account for the measurement noise variance σ2
ξ . From the posterior predictive

distribution (11.11), we have

E
[ (

ϕ(y(2)) − ϕ(y(1)) − E[ϕ(y(2)) − ϕ(y(1))|x(1),x(2);y,Φ;α, β,γγγ]
)2 ∣∣∣x(1),x(2);y,Φ;α, β,γγγ

]

= [φ(x(2)) − φ(x(1))]TA−1[φ(x(2)) − φ(x(1))] + 2σ2
ξ . (11.13)

Hence, by the Law of Iterated Expectations (to integrate out x(1) and x(2)), we obtain

E
[ (

ϕ(y(2)) − ϕ(y(1)) − w̄T [φ(x(2)) − φ(x(1))]
)2

− [φ(x(2)) − φ(x(1))]TA−1[φ(x(2)) − φ(x(1))]
∣∣∣y,Φ;α, β,γγγ

]
= 2σ2

ξ . (11.14)

Therefore, we estimate 2σ2
ξ by the sample analogue of the left-hand side in (11.14). Specif-

ically, we devote a subsample C of our controls to adaptation, and we compute

2̂σ2
ξ =

1

|C|

∑

k∈C

[ (
ϕ(y

(2)
k ) − ϕ(y

(1)
k ) − w̄T [φ(x

(2)
k ) − φ(x

(1)
k )]

)2

− [φ(x
(2)
k ) − φ(x

(1)
k )]TA−1[φ(x

(2)
k ) − φ(x

(1)
k )]

]
. (11.15)

Moreover, another useful feature of longitudinal data is that [φ(x
(2)
k ) − φ(x

(1)
k )] is

negligible (especially with stable covariates, like sex and age). Sex (typically) does not

change across the two visits, and age relatively little (in our target application) with

respect to the full span of ageing. Consequently, [φ(x
(2)
k )−φ(x

(1)
k )]TA−1[φ(x

(2)
k )−φ(x

(1)
k )]
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in (11.15) is negligible in adult cohorts but must be treated with caution in developmental

or ageing groups. Finally, it is apparent from (11.5) that A scales with a number of

subjects and its inverse will be negligible for substantial training datasets, such as the

one that was used for pre-training.

Implementation

To implement the method (Fig. 11.1), we used the PCN toolkit. Running the adaptation

pipeline [127] returns all intermediate results, which is convenient for analysis.

Participants

Early stages of schizophrenia data

The clinical data used for the analysis were part of the Early Stages of Schizophrenia

study [324]. We analysed data from 98 patients in the early stages of schizophrenia (38

females) and 67 controls (42 females) (Table 11.1). For the details on the inclusion criteria,

ethical approval and acquisition parameters, please, refer to Chapter 9.

Preprocessing and analysis

All T1 images were preprocessed using the Freesurfer v.(7.2) recon-all pipeline. Pre-

processing was performed twice, in cross-sectional and longitudinal [351] settings, to eval-

uate the effect of preprocessing. In line with [127], we performed a simple quality con-

trol procedure whereby we excluded all subjects having a rescaled Euler number greater

than ten were labelled outliers and were not included in the analysis (Table 11.1) (see

[127] and [350] for further details). The pre-trained model used for adaptation was the

lifespan_58K_82_sites [127].

We evaluated the effect of preprocessing by running normative models for both visits

and both types of preprocessing. We then tested for the difference in the variance of the

difference of the cross-sectional z-scores z(2) − z(1) in held-out controls.

After preprocessing, patient data were projected into the adapted normative model

(median Rho across all IDP was 0.3 and 0.26 for the first and the second visit, respectively

– see Fig. C.1). For each subject and visit, we obtained cross-sectional z-score, as well

as the underlying values needed for its computation, particularly φ(y), and w̄Tϕ(x). We

conducted a cross-sectional analysis of the original z-scores to evaluate each measurement

independently. We used the Wilcoxon test to determine whether the z-scores of the

patients were significantly different from zero and corrected for multiple tests using the

Benjamini-Hochberg FDR correction at the 5% level of significance.
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Figure 11.1: The overview of the analytical pipeline for our schizophrenia pa-
tients. First, data are preprocessed using Freesurfer’s longitudinal pipeline. Subse-
quently, the pre-trained models are adjusted to a local sample of healthy controls. The
site-specific measurement noise variance σ2

ξs
in healthy subjects is estimated using held-

out controls, and finally, the z-diff score is computed.
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Table 11.1: Description of the dataset.
Patients Controls

N (% females) 98 (39%) 67 (63%)
Age, median (min, max), years 27 (18, 46) 29 (18, 54)
Interval between visits, median (min, max), years 1.1 (0.9,2.7) 1.2 (0.9, 3)

Diagnosis (only for patients)
Schizophrenia 53
Brief psychotic disorder 45
Length of disease, median (min, max), months 4 (1,21)

Clinical scales (only for patients) Visit 1 Visit 2
PANSS sum, median (min, max) 53 (30, 94) 44 (30, 84)
PANSS Positive Symptoms, median (min, max) 11 (7, 21) 8 (7, 26)
PANSS Negative Symptoms, median (min, max) 14.5 (7, 30) 11.5 (7, 24)
GAF, median (min, max) 70 (25, 100) 80.5 (40, 98)

Subsequently, following (11.12), we derived the z-diff scores of change between visits.

We conducted two analyses, one to investigate the group-level effect and another to link

the z-diff to the changes in clinical scales.

At a group level, we identified regions with z-diff scores significantly different from

zero using the Wilcoxon test, accounting for multiple comparisons using the Benjamini-

Hochberg FDR correction. Additionally, we performed a more traditional longitudinal

analysis. As all visits were approximately one-year apart, we conducted an analysis of

covariance (ANCOVA). The ANCOVA model combines GLM and ANOVA. Its purpose

is to examine whether the means of a dependent variable (thickness in V2) are consistent

across levels of a categorical independent variable (patients or controls) while accounting

for the influences of other variables (age, gender, and thickness in V1). We conducted

a separate test for each IDP and controlled the relevant p-values across tests using the

FDR correction.

For linking the z-diff score to clinical change, we transformed the z-diff score across all

IDPs using PCA to decrease the dimensionality of the data as well as to avoid fishing. We

ran PCA with 10 components and, using Spearman correlation, related the scores with

changes in the Positive and Negative Syndrome Scale (PANSS) and Global Assessment

of Functioning (GAF) scale.
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11.4 Results

Effect of preprocessing

After running the normative models in both visits, we visually observed a decrease in

variance between the two visits in longitudinal preprocessing compared to cross-sectional

(Figure 11.2). More specifically, we calculated the mean of the difference between z-scores

of V2 and V1 for each individual IDP, stratified by preprocessing and group, across all

subjects. We then visualised the distribution of these means using a histogram (Fig-

ure 11.2C). Alternatively, we also computed the mean difference between z-scores of V2

and V1 across all IDPs for each subject and plotted a histogram of these values. Based

on these results, we continued the analysis using longitudinal preprocessing for all data,

although we also compared our results to the results derived from cross-sectional prepro-

cessing.

Figure 11.2: The effect of preprocessing across all subjects and IDPs. A: Cross-
sectional preprocessing: Heatmap of the difference of the original z-scores (z(2) − z(1))
on held-out controls. B: Longitudinal preprocessing: Heatmap of the difference of the
original z-scores (z(2)−z(1)) on held-out controls. C: Histogram of the average (z(2)−z(1))
across all IDPs stratified by health status and preprocessing. D: Histogram of the average
(z(2) − z(1)) of each subject stratified by health status and preprocessing.
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Cross-sectional results

At a group level, patients had significantly lower thicknesses in most areas compared

to healthy populations. In particular, this difference was distinct even in the first visit,

indicating structural changes prior to diagnosis (Figure 11.3).

Figure 11.3: Cross-sectional results for each visit separately. p-values surviving
Benjamini-Hochberg correction. The sign indicates the direction of change (negative
means lower thickness in patients).

Longitudinal results and patterns of change

A longitudinal analysis that evaluated the amount of structural change between the two

visits showed a significant cortex normalisation of several frontal areas, namely the right

and left superior frontal sulcus, the right and left middle frontal sulcus, the right and left

middle frontal gyrus, and the right superior frontal gyrus (Figure 11.4).

In terms of linking change in clinical scores with changes in z-diff scores, each of

the two scales was well correlated with a different component. The first PCA component,

which itself reflected the average change in global thickness across patients, was correlated

with the change in GAF score, whereas the second component significantly correlated with

the change in PANSS score (see Fig. 11.5).

11.5 Discussion

Longitudinal neuroimaging studies allow us to assess the effectiveness of interventions and

gain deeper insights into the fundamental mechanisms of underlying diseases. Despite the

significant expansion of our knowledge regarding population variation through the avail-

ability of publicly accessible neuroimaging data, this knowledge, predominantly derived

from cross-sectional observations, has not been adequately integrated into methods for

evaluating longitudinal changes.
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Figure 11.4: Regions significantly changed between the visits. Map of regions
significantly changed between the two visits (centre). Each region is described using a
scatterplot of z-scores across all patients for both visits (the x-axis describes age, and the
y-axis depicts the z-score. Blue dots represent the first and pink dots represent the second
visit). The Grey dashed line highlights z=0. Histograms in the golden circles depict the
distribution of the z-diff score.

We propose an analytical framework that builds on normative modelling and generates

unbiased features that quantify the degree of change between visits whilst capitalising on

information extracted from large cross-sectional cohorts.

Theoretical derivation

Our approach is rooted in the normative modelling method based on Bayesian regres-

sion [124], the pre-trained version of which recently became available [127]. We theoreti-

cally showed that the estimation of longitudinal changes using the results of the normative

model is readily available based on a preexisting cross-sectional normative model and only

requires a set of healthy controls on which the variance of healthy change might be es-

timated. We denoted the score obtained after running the procedure as a z-diff score,
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Figure 11.5: Results of the PCA analysis. A: Scree plot of the explained variance
of PCA components. B: Scatterplot of change in the GAF scale vs. the change in the
PANSS scale C Left: Scatter plot of the first PCA component and difference in the GAF
scale. C Right: Heatmap of PCA loadings for the first component. D Left: Scatter plot
of the second PCA component and difference in the PANSS scale. D Right: A Heatmap
of PCA loadings for the second component. E: Average z-diff score.

which quantifies the probability that such a difference could have occurred between visits

even in the absence of true brain change.

The core assumption of the method is that, on average, healthy controls do not devi-

ate from their trajectory between visits. This assumption stems from the essential idea

of normative modelling that, with respect to the reference population, the position of a

healthy subject does not significantly deviate over time. To verify this assumption, we

used the data of 33 healthy controls which were originally used for the site-specific adap-

tation (for more details, see the discussion part on implementation) and computed their

z-diff scores. After averaging these scores across all subjects, the z-diff score of no region

was statistically significant from zero (after FDR correction). However, as pointed out by

a recent work studying the effect of cross-sectional normative models on longitudinal pre-

dictions, the cross-sectionally derived population centiles by design lack information about

longitudinal dynamics. Consequently, what may appear as a population-level trajectory

does not necessarily align with individual subjects’ actual trajectories.

To address this limitation, our model considers the variation in individual centiles.
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This is achieved by estimating the impact of noise and reliability, which manifests as ap-

parent crossings of centiles observed in healthy controls. Naturally, by incorporating this

element of uncertainty, the model’s ability to detect subjects who experienced substantial

changes in their trajectory over time decreases. As evident from the clinical findings, only

a fraction of subjects were identified as having undergone significant changes (Fig. C.2).

However, at the group level, the significance of the observed changes persisted. Hence,

while we adopt a cautious approach when assessing individual changes, the method still

effectively identifies group-level changes.

Furthermore, unlike in [348], our approach does not aim to predict individual trajec-

tories but rather to quantify whether the observed changes over time exceed what would

be expected by chance.

Implementation

At the implementation level, our model requires two stages of adaptation: site-specific

adaptation, as presented in [127], and a second level, where we compute the variance

of healthy change (noise) in healthy controls. However, if the number of longitudinal

controls is limited, the site-specific adaptation may be omitted. The purpose of site-

specific adaptation is to generate unbiased cross-sectional z-scores that are zero-centred,

with a variance of one for healthy controls. However, in the case of longitudinal analysis,

the offset and normalisation constant are irrelevant since they will be identical for both

visits. Therefore, the estimation of healthy change is the only essential factor in producing

the z-diff score. Note that in this scenario, the cross-sectional result should not be

interpreted.

Clinical results

Examination of the preprocessed data showed the superiority of the longitudinal pipeline

in terms of consistency over time. As our objective was to minimise the intra-individual

variance, we preferred and primarily reported the longitudinal approach in further anal-

yses. However, to assess the added benefit of the preprocessing, we also computed the

core results (regions that significantly changed in time) for the cross-sectional data. The

significant results were mostly consistent with a longitudinal pipeline: Six out of seven

originally significant regions were still statistically significant (with the exception of the

right middle frontal sulcus), and three other regions were labelled significant: the left

superior frontal gyrus, the right inferior frontal sulcus, and the right medial or olfactory

orbital sulcus (Fig. C.3). Therefore, it is also possible to use cross-sectional preprocessing

for longitudinal analysis; however, at the cost of increased between-visit variance and
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consequently decreased power (in comparison to the longitudinal preprocessing).

The observation of cortical normalisation between the visits of early schizophrenia

patients is, to a degree, counterintuitive and inconsistent with other works, which mostly

report grey matter thinning. However, a meta-analysis of 50 longitudinal studies exam-

ining individuals with a heightened risk of psychosis revealed that 15 of the 19 studies

indicated deviations in grey matter developmental trajectories between those with persis-

tent symptoms and those whose symptoms resolved [352]. The authors propose that grey

matter developmental trajectories may return to normal levels in individuals in the high-

risk remitting group by early adulthood, whereas neurological irregularities may continue

to advance in those whose symptoms do not resolve. Although our cohort had already

received a diagnosis of schizophrenia, it is possible that early identification and treatment

supported these compensatory mechanisms, as demonstrated by the normalisation of grey

matter thickness in frontal regions. Notably, the affected regions also increased in raw

grey matter thickness (as measured in mm, see Fig. C.4).

Furthermore, we observed significant correlations between the PCA components of the

z-diff score and changes in clinical scales, as illustrated in Fig. 11.5. Notably, each clinical

scale exhibited distinct associations with separate PCA components, despite substantial

intercorrelations (Fig. 11.5 (B)).

The first PCA component, which predominantly captured global changes in grey mat-

ter thickness, displayed a negative correlation with improvements in the GAF score (Fig.

11.5 (C)). This unexpected inverse relationship would suggest that patients who demon-

strated clinical improvement over time exhibited a more pronounced decrease in grey mat-

ter thickness, as quantified by the z-diff score. However, further investigation revealed

that this correlation was primarily driven by the patients’ GAF scores in the initial visit.

Specifically, the correlation between GAF scores at the first visit, and the first PCA com-

ponent yielded a coefficient of R = 0.19 (p = 0.06), whereas the correlation with scores at

the second visit was R = -0.10 (p = 0.31). These findings suggest that lower GAF scores

during the initial visit are predictive of subsequent grey matter thinning.

Conversely, the interpretation of the second PCA component, significantly correlated

with changes in the PANSS score, was more straightforward (Fig. 11.5 (D)). The observed

normalisation of grey matter thickness in frontal areas was positively correlated with im-

provements in the PANSS scale, indicating that symptom amelioration was accompanied

by the normalisation of grey matter thickness in these regions.

Finally, we conducted an analysis of change using conventional statistical approaches

to compare the results with normative modelling. Out of 148 areas tested by ANCOVA,

six were statistically significant. However, after controlling for multiple comparisons, no

IDP persisted. This result highlights the advantages of normative models and shows
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improved sensitivity of our method in comparison with more conventional approaches.

Limitations

Estimating the intra-subject variability is a complex task that might be affected by ac-

quisition and physiological noise. Assumptions must be made about the longitudinal

behaviour of healthy subjects. The former problem is unavoidable, whereas the latter

might be addressed by constructing longitudinal normative models. However, the project

necessary for such a task would have to map individuals across their lifespan consistently.

The efforts to create such a dataset are already in progress through projects like the ABCD

study [353], but much more data are still needed to construct a full-lifespan longitudinal

model.

Additionally, our clinical results may be affected by selection bias, where subjects

experiencing a worsening of their condition dropped out of the study, whereas patients

with lower genetic risk or more effective treatment continued to participate.

11.6 Conclusion

In conclusion, we have successfully developed a modality-blind method that uses pre-

trained normative models to detect longitudinal changes in neuroimaging data. In line

with the scope of this thesis, our modelling approach allows for statistical inference on

the level of individual, paving the way towards individualised medicine. It offers a user-

friendly implementation and has demonstrated its effectiveness through a comprehensive

analysis. We showcased the method on our internal longitudinal dataset of first-episode

schizophrenia patients, where we observed significant grey matter changes in the frontal

lobe over time. Furthermore, the approach surpassed the sensitivity of conventional sta-

tistical approaches, highlighting the importance of considering individual variability in

the early stages of the analysis.
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Chapter 12

Conclusion

In this thesis, I have described the state of the research in (multimodal) neuroimaging data

analysis, emphasising the methods used and applied in its various stages. In the theoretical

part, I dissected the most pertinent processing and analytical stages, starting with data

acquisition, followed by the most common preprocessing and feature design steps, until the

analysis itself. I have also raised topics of confounders and possible strategies to overcome

them. Where appropriate, I have critically evaluated these methods, objectively stating

their strengths and limitations with respect to the purpose of the analysis. In the body of

the thesis, I have presented my original works, in which I developed analytical methods

and approaches most suitable for a diverse set of research questions.

The notion of classification and prediction is a relatively recent concept in neuroimag-

ing data analysis. This field was dominated by classical statistics for a long time, satisfied

with making statements about the group-level difference instead of attempting a subject-

level classification and prediction. However, with the rising amount of available data

and scientists able to appropriately analyse them, we pose more challenging questions,

answering of which require more advanced methodologies.

Indeed, the question at the centre of this thesis focuses on the possibilities of individual-

level classification and prediction using neuroimaging data. However, as I tried to demon-

strate in the theoretical part of the thesis, there is much more than meets the eye in this

process. Proper preprocessing is particularly crucial, as incorrect handling can lead to

flawed analyses with inconclusive or mystifying results. It is thus essential to understand

and approach feature design and data analysis as interconnected processes.

Later chapters in the theoretical part of this thesis explored the importance and rele-

vance of dimensionality reduction methods and, finally, classification and prediction algo-

rithms. Despite the rise of AI in neuroimaging analysis, dimensionality reduction remains

a pivotal and frequently undervalued stage, which can significantly affect its results, as was

shown in some of my original works. Additionally, selecting appropriate classification and

131
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prediction algorithms is crucial and must be carefully considered in light of our research

objectives. However, among all analytical stages, this aspect is the most susceptible to

passing trends and fashion, often leading to suboptimal outcomes.

Challenges in the use of AI in neuroimaging data analysis

The adoption of AI in neuroimaging data analysis faces significant obstacles, such as the

lack of interpretability of models, challenges in transferring models to unseen data from

different scanning sites, and the scarcity of independent replication studies [103], [354]. In

the first original article, all of these issues were followed up upon [131]. Using the results

of a previous report which employed a deep neural network to discriminate between males

and females [133], I constructed a much simpler classifier, verifying and strengthening the

original claim on an independent data set. This result has not only clinical implications

in terms of accounting for sex covariates in EEG data analyses but also highlights and

reinforces the importance of returning to simple approaches due to their interpretability,

robustness, and transferability. Nevertheless, the pursuit of interpretability in AI models

should not be abandoned. The field of explainable AI holds immense potential in neu-

roscience, offering valuable insights that can deepen our understanding of the brain. As

such, it remains a pivotal and dynamic area of research for the future [148].

The double meaning of prediction

Neuroscience attracts researchers from diverse backgrounds, leading to both innovative

ideas and occasional confusion. While machine learning prediction refers to an algorithm

predicting unseen data in a clinical context, it also involves forecasting future outcomes.

These definitions are not contradictory, with the latter being a specific case of the former;

however, accurate longitudinal prediction is extremely challenging and remains a signif-

icant milestone yet to be reached in neuroscience research. The second original article

provided valuable insights into the complexities of longitudinal prediction in the elderly,

where age plays a crucial role. Studying the contribution of age revealed the need for

comprehensive control of covariates, a topic often overlooked but with a substantial im-

pact on neuroimaging analysis results [121]. The effect of age significantly propagated

into all stages of analysis, and as we showed, when not addressed properly, it can lead to

misleading results [120].

This project raised several issues that deserve further investigation. The lack of a

pre-morbid baseline is a serious limitation when attempting longitudinal prediction in

sudden diseases like stroke. This could theoretically be partially addressed by normative

models for cognition, which would model clinical scores before the attack and provide

a probabilistic baseline for the analysis. Additionally, extending the analysis to include
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functional connectivity could offer valuable insights into specific pathways that play a role

in influencing long-term cognition.

All for one and one for all

Combining two modalities for classification or prediction is a common practice in neu-

roimaging data analysis [74]. However, the fusion of three modalities is relatively rare

due to challenges related to the subjects-to-features ratio and the high level of expertise

required for preprocessing and feature design. In the third article, I explored the po-

tential of modality integration to classify multiple sclerosis patients and controls while

also exploring the relationship between neuroimaging features and clinical scales of motor

impairment in patients [225].

The findings revealed an intriguing aspect of multimodal analysis: when one modality

significantly dominates in informativeness, incorporating additional modalities may not

significantly improve results. In fact, if the extra features are too noisy or overwhelming in

number, they could even lower the classification accuracy. However, applying a reasonable

dimensionality reduction method can mitigate these adverse effects, resulting in the mul-

timodal analysis performing on par with the best modality. Nevertheless, asserting that

one modality suffices for all tasks would be misleading. For instance, diffusion-weighted

imaging features proved highly efficient in the classification task but were not useful for

prediction, where structural and functional features dominated.

The significance of multimodal fusion was further highlighted in the follow-up phase,

where the integration of modalities was performed at the classifier level rather than the

feature level. Through the integration of classifiers from diverse features using a voting

mechanism, the final classifier achieved superior performance. This finding is even more

encouraging because of the complexity of the task, which was set in the context of an

early psychiatric disease with heterogeneous symptomatology and subtle changes.

One of the most significant challenges of multimodal analysis is addressing the vast

differences between the natural dimensionalities among modalities. fMRI, in particular,

often overwhelms other modalities with the features due to its temporal nature. Re-

searchers have employed various techniques to handle this issue, such as averaging fMRI

time series or using features like the amplitude of low-frequency fluctuations, yielding

varying degrees of success [74]–[76]. Another promising solution involves intelligent data

subsampling using algorithms based on determinantal point processes or similar mod-

els [355].
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New generation models for neuroimaging data analysis

The publication of pre-trained normative models strives to overcome the major challenges

in neuroimaging data analysis – the lack of data and appropriate methods for transfer

learning [123]. Researchers train normative models on large samples comprising tens of

thousands of subjects (which are out of reach for most research groups) and share pre-

trained models alongside code for transferring the models to local datasets, empowering

all researchers with transferable models [127], [356].

Normative models model the distribution of healthy populations across covariates

to generate an unbiased set of features, which can be further used for various analyti-

cal setups. My work in this area focused on developing a method that leverages these

pre-trained models for evaluating changes in longitudinal neuroimaging data [343]. The

method is modality-blind, requiring only a pre-trained normative model, which can be

fitted to any modality. It holds promise for enhancing longitudinal analysis, the methods

for which are not developed as actively as in the case of cross-sectional design, despite

the abundance of resources invested in acquiring them.

The natural progression of my research on longitudinal normative models leads to

the aspiration of creating a fully longitudinal normative model, which would encompass

subject-level dynamics and integrate temporal information. While this endeavour appears

ambitious, given the complexities of both methodology and data availability, the field is

rapidly evolving, which increases the chances of it being feasible in the foreseeable future.

In summary, the goals of this thesis were successfully achieved through an exploration

of advanced methodologies in neuroimaging data analysis and their critical application

in addressing challenges in successful classification and prediction. The theoretical part

of the thesis systematically dissected the core stages of neuroimaging data analysis, from

data acquisition to feature design, while also addressing the impact of confounders and

the significance of dimensionality reduction and analytical methods. In the applied part of

the thesis, I thoroughly investigated the integration of multiple neuroimaging modalities

to capture complex brain patterns and relationships. The use of modality fusion in classi-

fication tasks revealed that dominant modalities can significantly influence results, while

dimensionality reduction techniques can mitigate the impact of noisy features. Further-

more, I addressed the challenges tied to longitudinal prediction, revealing the importance

of proper control for covariates to avoid misleading results.

Throughout these past years, it has been a pleasure and a privilege to be a part of the

dynamic and ever-evolving neuroimaging community. It is an exciting field, constantly

expanding and transforming as researchers unveil novel projects and ideas. Beyond the

integration of neuroimaging modalities, we are witnessing an exciting convergence with
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other domains, such as genetic data, receptor distribution, and metabolic profiles, el-

evating the concept of multimodal fusion to new heights. Consequently, the need for

advanced analytical methods to handle and combine this vast amount of information will

be more critical than ever before. As I conclude this thesis, I am hopeful that my efforts

have contributed to the advancement of neuroscience, providing valuable insights into the

complexity and possibilities of this captivating field.
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Figure A.1: The results of TBSS for axial diffusivity (AD). Blue colour scale
signifies a negative correlation between AD and the clinical variable, red colour scale
stands for a positive correlation. Either a positive or negative correlation is depicted
per clinical scale). We observed: Age: Widespread positive correlation of AD and age.
Attention: Global negative correlation between AD and attention. Negative correlation
between AD and executive functions. Memory: Scattered negative correlation between
AD and memory. Localized negative correlation between AD and language. Note that the
correlations with clinical scales did not persist (as statistically significant) after controlling
for age.
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Table A.1: The results of clinical tests across 46 patients. FCSRT — Free and
Cued Selective Reminding Test, P-VF — Phonemic verbal fluency, PST — Prague Stroop
Test, TMT — Trail Making Test, DS — Digit Span, BNT — Boston Naming Test, S-
VF — Semantic verbal fluency, ROCF — Rey-Osterrieth Complex Figure, Visuospatial
functions — VOSP

Men Women All
mean mean mean

(sd, min, max) (sd, min, max) (sd, min, max)
Mini-mental state 27.21 27.68 27.43
examination ( 2.5, 18, 30) ( 1.6, 24, 30) ( 2.1, 18, 30)
FCSRT free recall 28 32 30

(8, 11, 39) (4, 25, 40) (6, 11, 40)
FCSRT 47 48 48
total recall (1, 43, 48) (1,46,48) (1,43,48)
FCSRT 9 11 10
delayed free recall (3, 3, 15) (2, 8, 15) (3, 3, 15)
FCSRT 16 16 16
delayed total recall (0, 15, 16) (0, 15, 16) (0, 15, 16)
TMT B 182 168 176
(time to completion) (142, 50, 500) (128, 54, 500) (134, 50, 500)
P-VF 32 39 35

(13, 11, 64) (14, 19, 72) (14, 11, 72)
Similarities 22 20 21

( 5, 8, 29) ( 5, 10, 28) ( 5, 8, 29)
PST - colour 38 41 40
(time to completion) (17, 22, 88) (18, 19, 93) (17, 19, 93)
TMT A 51 43 47
(time to completion) (26, 23, 123) (15, 20, 68) (22, 20, 123)
DS forward 8 8 8

(2, 4, 12) (2, 6, 13) (2, 4, 13)
DS backward 5 6 5

(2, 2, 8) (2, 3, 11) (2, 2, 11)
BNT-15 2 2 2
(number of errors) ( 1, 0, 5) (2, 0, 6) (2, 0, 6)
S-VF animals 20 22 21

(5, 11, 29) (6, 11, 32) (6, 11, 32)
ROCF copy 27 27 27

(3, 21, 32) (5, 14, 35) (4, 14, 35)
VOSP 9 9 9
number location (1, 7, 10) (2, 1, 10) (2, 1, 10)
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Figure A.2: The results of TBSS for mean diffusivity (MD). Blue colour scale sig-
nifies negative correlation between MD and the clinical variable, red colour colour scale
stands for a positive correlation. Either positive or negative correlation is depicted per
clinical scale). We observed: Age: Widespread positive correlation of MD and age. At-
tention: Global negative correlation between MD and attention. Executive functions:
Negative correlation between MD and Executive functions. Scattered negative correlation
between MD and language. Memory: Localised negative correlation between MD and
memory. Scattered negative correlation between MD and language. Note that the corre-
lations with clinical scales did not persist (as statistically significant) after controlling for
age.
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Figure A.3: The results of TBSS for radial diffusivity (RD).Blue colour scale
signifies negative correlation between RD and the clinical variable, red colour colour scale
stands for positive correlation. Either positive or negative correlation is depicted per
clinical scale). We observed: Age: Widespread positive correlation of RD and age.
Attention: Negative correlation between RD and attention predominantly in the left
hemisphere. Executive functions: Scattered negative correlation between RD and
executive functions. Scattered negative correlation between RD and Language. Memory:
Localised negative correlation between RD and memory. Note that the correlations with
clinical scales did not persist (as statistically significant) after controlling for age.
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Figure A.4: Correlation of fractional anisotropy mean diffusivity, axial, and
radial diffusivity with age along the backbone tracts. We extracted tracts between
each pair of regions along the backbone and computed average FA and MD. The figures
depict the FDR-corrected p-values of Spearman correlations of these values with age.
The colour indicates whether the correlation is positive or negative. Note that no pair of
regions was significantly correlated with any diffusivity metrics after controlling for age.
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Figure B.1: P-values of McNemar test between all thresholds and classifiers.
Support Vector Machines (left), Logistic Regression (right). Threshold values in Support
Vector Machines stand for the percentage of all features; in Logistic regression, they rep-
resent the number of PCA components added to the model. FA – Fractional Anisotropy;
FC – Functional Connectivity; GMV – Grey Matter Volume; all – combination of all three
modalities.
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Table B.1: The results of the Support Vector Machine models across modalities
for all thresholds. FA — Fractional Anisotropy; FC — Functional Connectivity; GMV
— Grey Matter Volume; all — combination of all three modalities.

Fisher Score and Support Vector Machines
percentage of features

1% 10% 25% 50% 75% 100%
FA sensitivity 81.2% 89.1% 90.6% 93.8% 95.3% 98.4%

specificity 87.7% 89.2% 87.7% 96.9% 95.4% 93.8%
overall accuracy 84.5% 89.1% 89.1% 95.3% 95.3% 96.1%

FC sensitivity 78.1% 65.6% 71.9% 71.9% 70.3% 70.3%
specificity 70.8% 76.9% 75.4% 75.4% 76.9% 76.9%
overall accuracy 74.4% 71.3% 73.6% 73.6% 73.6% 73.6%

GMV sensitivity 64.1% 70.3% 71.9% 73.4% 70.3% 76.6%
specificity 76.9% 84.6% 83.1% 66.2% 66.2% 70.8%
overall accuracy 70.5% 77.5% 77.5% 69.8% 68.2% 73.6%

all sensitivity 89.1% 79.7% 73.4% 84.4% 82.8% 81.2%
specificity 90.8% 80.0% 81.5% 81.5% 81.5% 81.5%
overall accuracy 89.9% 79.8% 77.5% 82.9% 82.2% 81.4%

Table B.2: The results of the Logistic Regression models combined with Prin-
cipal Component Analysis features across modalities for all thresholds. FA —
Fractional Anisotropy; FC — Functional Connectivity; GMV — Grey Matter Volume;
all — combination of all three modalities; sens. — sensitivity; spec. — specificity; oa —
overall accuracy

Principal Component Analysis and Logistic Regression
number of features

1 2 3 4 5 6 7 8 9 10
FA sens. 81.2% 82.8% 87.5% 89.1% 89.1% 90.6% 90.6% 92.2% 92.2% 92.2%

spec. 75.4% 89.2% 92.3% 92.3% 92.3% 89.2% 89.2% 89.2% 89.2% 89.2%
oa 78.3% 86.0% 89.9% 90.7% 90.7% 89.9% 89.9% 90.7% 90.7% 90.7%

FC sens. 51.6% 56.2% 70.3% 75.0% 76.6% 76.6% 75.0% 76.6% 76.6% 75.0%
spec. 47.7% 50.8% 66.2% 75.4% 73.8% 72.3% 70.8% 70.8% 72.3% 73.8%
oa 49.6% 53.5% 68.2% 75.2% 75.2% 74.4% 72.9% 73.6% 74.4% 74.4%

GMV sens. 70.3% 71.9% 71.9% 73.4% 75.0% 78.1% 76.6% 76.6% 73.4% 75.0%
spec. 67.7% 70.8% 73.8% 78.5% 75.4% 75.4% 78.5% 81.5% 76.9% 80.0%
oa 69.0% 71.3% 72.9% 76.0% 75.2% 76.7% 77.5% 79.1% 75.2% 77.5%

all sens. 81.2% 81.2% 82.8% 82.8% 87.5% 85.9% 89.1% 87.5% 89.1% 89.1%
spec. 70.8% 73.8% 89.2% 90.8% 90.8% 90.8% 90.8% 92.3% 90.8% 89.2%
oa 76.0% 77.5% 86.0% 86.8% 89.1% 88.4% 89.9% 89.9% 89.9% 89.1%
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Table B.3: The results of the Support Vector Regression models across modal-
ities for all thresholds. FA — Fractional Anisotropy; FC — Functional Connectivity;
GMV — Grey Matter Volume; all — combination of all three modalities; EDSS — Ex-
panded Disability Status Scale; BBS — Berg Balance Scale; TUG — Timed Up and Go
Test; MSIS — Multiple Sclerosis Impact Scale; MSWS — Twelve Item Multiple Sclerosis
Walking Scale.

Fisher Score and Support Vector Regression
percentage of features

1% 10% 25% 50% 75% 100%
EDSS FA 0.05 0.14 0.39 0.36 0.25 0.33

FC 0.46 0.39 0.30 0.24 0.32 0.35
GMV 0.30 0.43 0.30 0.04 0.02 -0.03
all 0.16 0.36 0.33 0.25 0.31 0.38

BBS FA 0.48 0.17 0.30 0.23 0.11 0.33
FC 0.11 0.36 0.28 0.39 0.41 0.43
GMV 0.40 0.42 0.22 0.25 0.32 0.19
all -0.27 0.37 0.28 0.45 0.46 0.50

TUG FA -0.27 0.26 0.33 -0.02 0.00 0.18
FC 0.12 0.31 0.32 0.28 0.35 0.40
GMV 0.06 0.19 0.39 -0.01 0.25 0.23
all 0.17 0.31 0.35 0.31 0.39 0.44

MSIS FA 0.02 0.08 -0.08 -0.27 -0.05 -0.07
FC 0.12 0.24 0.15 0.17 0.32 0.38
GMV 0.17 -0.07 -0.19 0.06 0.12 -0.04
all 0.17 0.24 0.14 0.15 0.30 0.37

MSWS FA 0.34 0.21 0.26 0.31 0.02 0.00
FC 0.79 0.44 0.52 0.52 0.54 0.60
GMV 0.23 0.17 0.08 0.17 0.11 0.01
all 0.78 0.45 0.49 0.51 0.53 0.59
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Table B.4: The results of the Linear Regression models combined with Principal
Component Analysis components across modalities for all thresholds. FA —
Fractional Anisotropy; FC — Functional Connectivity; GMV — Grey Matter Volume;
all — combination of all three modalities; EDSS — Expanded Disability Status Scale;
BBS — Berg Balance Scale; TUG — Timed Up and Go Test; MSIS — Multiple Sclerosis
Impact Scale; MSWS — Twelve Item Multiple Sclerosis Walking Scale.

Principal Component analysis and Linear Regression
number of features

1 2 3 4 5 6 7 8 9 10
EDSS FA 0.31 0.31 0.33 0.31 0.27 0.23 0.21 0.21 0.14 0.13

FC 0.19 0.18 0.17 0.16 0.11 0.06 0.07 0.07 0.09 0.11
GMV 0.42 0.40 0.39 0.36 0.32 0.32 0.29 0.26 0.27 0.26
all 0.31 0.32 0.29 0.33 0.36 0.37 0.35 0.34 0.36 0.35

BBS FA 0.24 0.22 0.28 0.27 0.28 0.28 0.41 0.42 0.39 0.39
FC -0.03 0.15 0.15 0.26 0.31 0.28 0.27 0.32 0.31 0.32
GMV 0.46 0.43 0.43 0.40 0.38 0.36 0.32 0.28 0.40 0.40
all 0.24 0.25 0.19 0.18 0.24 0.24 0.27 0.27 0.26 0.25

TUG FA 0.18 0.24 0.29 0.24 0.19 0.17 0.28 0.26 0.22 0.23
FC 0.20 0.21 0.20 0.25 0.25 0.20 0.19 0.23 0.22 0.20
GMV 0.43 0.41 0.43 0.38 0.33 0.37 0.35 0.34 0.35 0.35
all 0.18 0.19 0.17 0.23 0.25 0.21 0.20 0.19 0.14 0.10

MSIS FA 0.16 0.07 0.00 -0.03 -0.02 -0.06 -0.09 -0.09 -0.04 -0.02
FC -0.03 0.07 0.09 0.19 0.11 0.08 0.09 0.05 0.02 0.01
GMV 0.07 -0.01 -0.06 -0.07 -0.13 -0.14 -0.09 -0.09 -0.13 -0.14
all 0.15 0.17 0.08 0.13 0.06 0.06 0.07 0.08 0.05 0.03

MSWS FA 0.14 0.01 0.13 0.11 0.09 0.03 0.12 0.10 0.11 0.10
FC 0.28 0.29 0.28 0.34 0.37 0.35 0.34 0.32 0.28 0.30
GMV 0.28 0.29 0.27 0.24 0.21 0.15 0.07 0.11 0.11 0.11
all 0.14 0.15 0.03 0.11 0.14 0.13 0.14 0.12 0.12 0.03
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Table B.5: The results of the LASSO Logistic Regression. LASSO had been fitted
separately for every fold in leave-one-out cross-validation, and the best model was chosen
in each fold using Bayesian Information Criterion. FA – Fractional Anisotropy; FC –
Functional Connectivity; GMV – Grey Matter Volume; all – combination of all three
modalities.

sensitivity specificity accuracy AUC
median no. variables

across folds
FA 93.8% 93.9% 93.8% 0.97 4
FC 85.9% 66.2% 76.0% 0.78 6
GMV 85.9% 73.9% 79.8% 0.85 4
all 84.4% 92.3% 88.4% 0.94 7
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Posterior predictive distribution for difference between visits

Here we derive the posterior predictive distribution for the difference ϕ(y(2))−ϕ(y(1)). The

argument is standard. Denote ∆
x

= φ(x(2)) − φ(x(1)) and ∆y = ϕ(y(2)) − ϕ(y(1)). Since

∆T
x
w|x(1),x(2);y,Φ;α, β,γγγ ∼ N (∆T

x
w̄,∆T

x
A−1∆

x
) and ∆y|x

(1),x(2);w ∼ N (∆T
x
w, 2σ2

ξ ),

the posterior predictive density is

f(∆y|x
(1),x(2);y,Φ;α, β,γγγ) =

=

∫
fN (∆T

x
w,2σ2

ξ
)(∆y|x

(1),x(2);w) · fN (∆T
x
w̄,∆T

x
A−1∆x)(∆

T
xw|x(1),x(2);y,Φ;α, β,γγγ) d(∆T

xw)

=

∫
fN (0,2σ2

ξ
)(∆y −∆T

xw|x(1),x(2);w) · fN (∆T
x
w̄,∆T

x
A−1∆x)(∆

T
xw|x(1),x(2);y,Φ;α, β,γγγ) d(∆T

xw).

This has the convolution form of the densities of N (0, 2σ2
ξ ) and N (∆T

x
w̄,∆T

x
A−1∆

x
). It

is known to produce the density of N (∆T
x
w̄,∆T

x
A−1∆

x
+ 2σ2

ξ ) (by completion to squares

in the exponent).

Quality of fit across regions of interest

Figure C.1: Quality of fit as measured by correlation for the first and the second
visit.(controls which have not been used for site-specific adjustment).
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Comparison of preprocessing

Figure C.2: Regions significantly changed between the visits (longitudinal pre-
processing). Map of regions significantly changed between the two visits (centre). Each
region is described using a scatterplot of z-diff across all patients for both visits (the
x-axis describes age, and the y-axis depicts the z-diff. Blue dots represent individual pa-
tients and the pink line shows a trend of z-diff change). The Grey dashed line highlights
z=0; and z = ±1.96. Histograms in the golden circles depict the distribution of the z-diff
score.
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Figure C.3: Regions significantly changed between the visits (cross-sectional
preprocessing). Map of regions significantly changed between the two visits (centre).
Each region is described using a scatterplot of z-diff scores across all patients for both
visits (the x-axis describes age, and the y-axis depicts the z-diff score. The Grey dashed
line highlights z=0; and z = ±1.96. Histograms in the golden circles depict the distribu-
tion of the z-diff score.
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Raw changes observed in significant regions

Figure C.4: Raw changes in grey matter thickness. Each significantly changed region
is presented twice, once as a scatter plot containing the original grey matter thickness
for both visits (left); females are plotted in pink, males in blue. The figure on the right
depicts V2-V1 in raw thicknesses (separately for females – pink, and males – blue).
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[56] J. Hlinka, M. Paluš, M. Vejmelka, D. Mantini, and M. Corbetta, “Functional
connectivity in resting-state fMRI: Is linear correlation sufficient?”, NeuroImage,
vol. 54, no. 3, pp. 2218–2225, 2011.

[57] B. Biswal, F. Zerrin Yetkin, V. M. Haughton, and J. S. Hyde, “Functional connec-
tivity in the motor cortex of resting human brain using echo-planar mri”, Magnetic
Resonance in Medicine, vol. 34, no. 4, pp. 537–541, 1995.

[58] J. Turner, E. Damaraju, T. Van Erp, et al., “A multi-site resting state fMRI
study on the amplitude of low frequency fluctuations in schizophrenia”, Frontiers
in Neuroscience, vol. 7, 2013.

[59] Y. Han, J. Wang, Z. Zhao, et al., “Frequency-dependent changes in the amplitude
of low-frequency fluctuations in amnestic mild cognitive impairment: A resting-
state fMRI study”, NeuroImage, vol. 55, no. 1, pp. 287–295, 2011.

[60] W.-b. Guo, F. Liu, Z.-m. Xue, et al., “Alterations of the amplitude of low-frequency
fluctuations in treatment-resistant and treatment-response depression: A resting-
state fMRI study”, Progress in Neuro-Psychopharmacology and Biological Psychi-
atry, vol. 37, no. 1, pp. 153–160, 2012.

[61] A. A. Ioannides, “Dynamic functional connectivity”, Current Opinion in Neurobi-
ology, vol. 17, no. 2, pp. 161–170, 2007.

[62] P. Comon, “Independent Component Analysis”, in Elsevier, 1992, p. 29.



BIBLIOGRAPHY 157

[63] C. F. Beckmann, M. DeLuca, J. T. Devlin, and S. M. Smith, “Investigations
into resting-state connectivity using independent component analysis”, Philosoph-
ical Transactions of the Royal Society B: Biological Sciences, vol. 360, no. 1457,
pp. 1001–1013, 2005.

[64] B. T. Thomas Yeo, F. M. Krienen, J. Sepulcre, et al., “The organization of the
human cerebral cortex estimated by intrinsic functional connectivity”, Journal of
Neurophysiology, vol. 106, no. 3, pp. 1125–1165, 2011.

[65] W. G. Walter, “The Location of cerebral Tumors by Electro-encephalography”,
The Lancet, vol. 228, no. 5893, pp. 305–308, 1936.

[66] W. Klimesch, “EEG alpha and theta oscillations reflect cognitive and memory per-
formance: A review and analysis”, Brain Research Reviews, vol. 29, no. 2, pp. 169–
195, 1999.
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[261] M. Deppe, K. Tabelow, J. Krämer, et al., “Evidence for early, non-lesional cere-
bellar damage in patients with multiple sclerosis: DTI measures correlate with dis-
ability, atrophy, and disease duration”, Multiple Sclerosis Journal, vol. 22, no. 1,
pp. 73–84, 2016.

[262] E. Sbardella, F. Tona, N. Petsas, and P. Pantano, “DTI Measurements in Mul-
tiple Sclerosis: Evaluation of Brain Damage and Clinical Implications”, Multiple
Sclerosis International, p. 671 730, 2013.

[263] M. Onu, A. Roceanu, U. Sboto-Frankenstein, et al., “Diffusion abnormality maps
in demyelinating disease: Correlations with clinical scores”, European Journal of
Radiology, vol. 81, no. 3, e386–e391, 2012.

[264] S. Tommasin, L. De Giglio, S. Ruggieri, et al., “Relation between functional con-
nectivity and disability in multiple sclerosis: A non-linear model”, Journal of Neu-
rology, vol. 265, no. 12, pp. 2881–2892, 2018.

[265] O. Andersen, A. Hildeman, M. Longfils, et al., “Diffusion tensor imaging in multiple
sclerosis at different final outcomes”, Acta Neurologica Scandinavica, vol. 137, no. 2,
pp. 165–173, 2018.

[266] E. Sbardella, F Tona, N Petsas, et al., “Functional connectivity changes and their
relationship with clinical disability and white matter integrity in patients with
relapsing–remitting multiple sclerosis”, Multiple Sclerosis Journal, vol. 21, no. 13,
pp. 1681–1692, 2015.

[267] F. Fink, J. Klein, M. Lanz, et al., “Comparison of Diffusion Tensor-Based Trac-
tography and Quantified Brain Atrophy for Analyzing Demyelination and Axonal
Loss in MS”, Journal of Neuroimaging, vol. 20, no. 4, pp. 334–344, 2010.



BIBLIOGRAPHY 171

[268] M. J. Lowe, C. Horenstein, J. G. Hirsch, et al., “Functional pathway-defined MRI
diffusion measures reveal increased transverse diffusivity of water in multiple scle-
rosis”, NeuroImage, vol. 32, no. 3, pp. 1127–1133, 2006.

[269] X. Lin, C. R. Tench, P. S. Morgan, G. Niepel, and C. S. Constantinescu, “‘Impor-
tance sampling’ in MS: Use of diffusion tensor tractography to quantify pathology
related to specific impairment”, Journal of the Neurological Sciences, vol. 237,
no. 1, pp. 13–19, 2005.

[270] D. Jakimovski, B. Weinstock-Guttman, J. Hagemeier, et al., “Walking disability
measures in multiple sclerosis patients: Correlations with MRI-derived global and
microstructural damage”, Journal of the Neurological Sciences, vol. 393, pp. 128–
134, 2018.

[271] M. Calabrese, R. Magliozzi, O. Ciccarelli, J. J. G. Geurts, R. Reynolds, and R.
Martin, “Exploring the origins of grey matter damage in multiple sclerosis”, Nature
Reviews Neuroscience, vol. 16, no. 3, pp. 147–158, 2015.

[272] M. D. Steenwijk, M. Daams, P. J. W. Pouwels, et al., “What Explains Gray Matter
Atrophy in Long-standing Multiple Sclerosis?”, Radiology, vol. 272, no. 3, pp. 832–
842, 2014.

[273] A. Ceccarelli, M. A. Rocca, E. Pagani, et al., “A voxel-based morphometry study
of grey matter loss in MS patients with different clinical phenotypes”, NeuroImage,
vol. 42, no. 1, pp. 315–322, 2008.

[274] H. M. Genova, J. F. Sumowski, N. Chiaravalloti, G. Voelbel, and J. Deluca, “Cog-
nition in multiple sclerosis: A review of neuropsychological and fMRI research”,
Frontiers in Bioscience, vol. 14, no. 5, pp. 1730–1744, 2009.

[275] R. A. Dineen, J. Vilisaar, J. Hlinka, et al., “Disconnection as a mechanism for
cognitive dysfunction in multiple sclerosis”, Brain, vol. 132, no. 1, pp. 239–249,
2009.

[276] Y. Zhou, M. Milham, X.-N. Zuo, et al., “Functional Homotopic Changes in Mul-
tiple Sclerosis with Resting-State Functional MR Imaging”, American Journal of
Neuroradiology, vol. 34, no. 6, pp. 1180–1187, 2013.

[277] A. Faivre, A. Rico, W. Zaaraoui, et al., “Assessing brain connectivity at rest is
clinically relevant in early multiple sclerosis”, Multiple Sclerosis Journal, vol. 18,
no. 9, pp. 1251–1258, 2012.

[278] F. Tona, N. Petsas, E. Sbardella, et al., “Multiple Sclerosis: Altered Thalamic
Resting-State Functional Connectivity and Its Effect on Cognitive Function”, Ra-
diology, vol. 271, no. 3, pp. 814–821, 2014.

[279] I. S. Stafford, M. Kellermann, E. Mossotto, R. M. Beattie, B. D. MacArthur, and
S. Ennis, “A systematic review of the applications of artificial intelligence and
machine learning in autoimmune diseases”, npj Digital Medicine, vol. 3, no. 1,
pp. 1–11, 2020.
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